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Contents & Goals

Last Lecture:
« LSC intuition

» LSC abstract syntax

This Lecture:
» Educational Objectives: Capabi
* What does this LSC mean?
© Are this UML model’s state machines consistent with the interactions?
» Please provide a UML model which is consistent with this LSC.

es for following tasks/questions.

» What is: activation, hot/cold condition, pre-chart, etc.?

« Content:
« Symbolic Biichi Automata (TBA) and its (accepted) language.
* Words of a model.
» LSC formal semantics.

Excursus: Symbalic Biichi Automata (over Signature)
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Symbadli ¢ Biichi Automata

29— Stba -

A Symbolic Bi
B = (Baprp(X), X, Q, gini, —, Qr)

i Automaton (TBA) is a tuple

where
» X is a set of logical variables,

« Eapri(X) is a set of Boolean expressions over X,

= Qis a finite set of states,

© Qini € Q is the initial state,

« = CQ x Eaprg(X) x Q is the transition relation.
Transitions (q,4,q’) from g to ¢ are labelled with an
expression ¢ € Ezprp(X).

+ Qp C Q is the set of fair (or accepting) states.




TBA Example [ (Baprs(X), X, Q. gimis—Qr), @ 9d) €|

e.é?s Q={9,,-.357

a(z,y) Mﬂuw ;

b(x,y) A —expr =445
—b(z, 1 F

@D ste X={%ye}

b(x,y) A eapr
@D ~(etw.) Vel 2))
e(y,x) Aely,z)

~(d(y, 2) v f(y,2))
Sy @) A—d(y, 2)

Expcx): Al ) [espel1eapi) -
]vnm?: walag), 3,), - £

Run o TBA over Word

Defi
and

ition. Let B = (Eaprg(X), X, Q, gini,»—,Qr) be a TBA

w = 01,09,03,

a word for Expry(X).
’
An infinite sequence sihfes !
£
0=40,q1,G2,--- € QY

is called run of B over w under valuation §: X — 2(X)
if and only if

® o = Gini,

« for each i € Ny there is a transition (g, v, qi1) €—
of B such that o; =3 ¥;.

me012

Word

Definition. Let X be a set of logical variables and let Ezpry(X)
be a set of Boolean expressions over X.

Aset (5, = -) is called an alphabet for Ezpr(X) if and only if

o foreach o € %,
« for each expression ezpr € Erprg, and
« for each valuation 3 : X — 2(X) of logical variables to do-
main 2(X),
either o |=5 expr or o g expr.
An infinite sequence
w = (0i)ien, € 2

over (%, |=. -) is called word for Ezprys(X).

Tres
Run Example [e=aaua.- €Q° st oi o v i € No.
1
okal,yl
@D ~ae.v) 5 "
o #aloy)
a(z,y) %, ‘e
bz, y) A —expr e. 63 blcy) n 2opd
—b(x,y)
b(z,y) A expr
107ss

Word Example

W= (a-(12aR0, (2)p1-
e
—a(z,y) O
a(x,y)
bz, y) A —expr Q. Wy 0

b(x,y) A expr

)

The Languag of a TBA

Definition.
We say B accepts word w (under 3) if and only if B has a run

=

0= (¢)ien,

over w such that fair (or accepting) states are visited infinitely

VieNo3j>i:q; € Q.

We call the set Lg(B) C X of words for Exprg(X) that are
accepted by B the language of B.

116



Languag of the Example TBA @D () Course Map

a(w,y)

b(x,y) A —expr e. —b(x, y)

L3(B) consists of the words o) e op.su seocL
—— 04 0 W T Back to Main Track Languag of a Model
N @D ~(elw.2) v (v ) 7 - guag
where for 0 < n < m < k < ¢ we have ) Al ) %/u (7.6.V, ::YV,ME VL>\E§, 8
S 02, o
o for0<i<n, o d(y,z) A= (y, ) e. ~(dly,2) v x“e. =) M= Amw”;k_imm‘ o B= H@,é‘.\s_:?.wm”@i
.o f o) Sy @) A—d(y, 2) L

forn <i<m, o

.

N&E

s wy = (o, consy, Sndy)) e

0

Qs dtw.2) 4 S, (30D ~dw. 2)

d(y,2)

o Om

form <i <k, oi

G=(N.E.[)

ok
oD

o o
for k <i</{, o

.
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12/ 13es 465
Words over Sgnature The Languag of a Model Example: The Languag of a Model
Recall: A UML model M = (62,54 ,0%) and a structure & denotes a 3 5
. . set [M] of (initial and consecutive) computations of the form L(M) := {(04, consi, Sndi)ien, € (25 x A)” |
Definition. Let . = (7,6, V,atr,&) be a signature and 2 a (conaosSnda)
structure of .. A word over . and 2 is an infinite sequence (00,20) =% (01,1) 5 (02,2) 225 ... where 3 (e ui)iens = (00,20) === (on,1) - € [MI}
(0, comsy, Sndy)ien, a; = (consy, Snd, u;) € 22(6)XEvs(ED)xD(E) o 92 (6)xEus(8.9)x(6) y ().
c AMW % 92(€)XEvs(£,2)x2(€) o mﬁﬁxmiw.&vxﬁﬁvz. =4
For the connection between models and interactions, we disregard the config-
uration of the ether and who made the step, and define as follows:
Definition. Let M = (€2, %#,0%) be a UML model and 2 a
structure. Then
L(M) = {(0, cons;, Sndy)ien, € (55 x A)“ | i
i coriso S :
] ; 3 (e t)iens {(00)60) ST (01,61) - € M) :
i i is the language of M. y
; ¥ ; 176
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Sgnd andAttribute Expressons Saisfaction of Sgnd and Attribute Expressons TBA over Sgnature

o Let & = (7,6, V. atr, &) be a signature and X a set of logical variables, o Let (o, cons, Snd) € M»w\ x A be a triple
consisting of system state, consume set, and send set. tion. A TBA
o Let #: X — P(%) be a valuation of the logical variables. _
+ The signal and attribute expressions Erpr (&, X) are defined by the B = (Bapry(X), X, @, gini, = QF)
grammar: Then where Ezpry(X) is the set of signal and attribute expressions
¢ im true | capr | BR | 2. | « (0, cons, Snd) |=5 true Eapr (£, X) over signature . is called TBA over .%/.
o o (0, cons, Snd) =5 — if and only if not (o, cons, Snd) |=5 ¢
where ezpr : Bool € Esproy, E€ &, 2,y € X. « (0, cons, Snd) = 11 V 1) if and only if
(0, cons, Snd) =g ¥y or (o, cons, Snd) =g th « Any word over . and Z is then a word for B.
(By the satisfaction relation defined on the previous slide; 2(X) = 2(%).)
« (0, cons, Snd) |=5 expr if and only if I[expr](c, ) = 1
L b « (o, cons, Snd) =5 mwé if and only if EFS (B(e), Am,&.m@vv < Snd L . Nw::mﬁ:m 4m>.o<m~a.ﬂ mMnmvwm«m_mMvaoﬁ models with signature ..
H i - - 3 y the previous definition o .
©  (0.cons, Snd) = E2, if and only if 3d'e (8(x), (E, d). B(y)) € cons
2 m Observation: semantics of models keeps track of sender and receiver at H
g  sending and consumption time. We disregard the event identity. &
b 18 “  Alternative: keep track of event identities. 10 b 200
TBA over Signature Examp| (e cons. Snd) b eapr iff I[eapr(@:5) = 1 Course Map
| (o, cons, Snd) g B, iff (8(), (E, &, 5(»)) € Snd _
N
) E., opsMo @ eocL cp, SD s
Ey N G, w f----20 W 0 ] W Live Sequence Charts Semantics
= (TEV, atr), SM eapr #.5D
Wy S O 2
0, M o s lL ﬁp o,
M = (25, Az, —su) = B = (Qsp,40, Az, =50, Fsp)
S
DNN /Nm o o
LK
(o, 583, ), 7 = (o0/20) <2 (01,1 =" we = (0, consi, Snds))ep
, L s, fep), e—chack o g 0
H F; : dese G=(N.E.J)
£ Dﬂ £
g g op :
; 2365 24755
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TBA-based Semantics of LSCs Reaall: | ntuitive Semartics Examples. Semantics? \o&
Plan: (i) Strictly After:
« Given an LSC L with body
(1.(£. =), ~, & Msg. Cond, Loclnv)., - . 2

« construct a TBA By, and

« define £(L) in terms of L(By), (i) Simultaneously: (simultaneous region)

in particular taking activation condition and activation mode into
account. | a i 1 b A c J
« Then M = L (universal) if and only if £(M) C £(L). (xtz32] ﬁ

ly Unordered: (co-region)

=

e

Intuition: A computation path violates an LSC if the occurrence of some events
7 doesn't adhere to the partial order obtained as the transitive closure of (i) to (i

' 27/6s
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Formal LSC Semarntics: It'sin the Cuts! Examples: Cut or Not Cut? Hot/Cold? A Swcesor Relation onCuts
Definition. ) N The partial order of (£, <) and the simultaneity relation “~" induce a direct
Let (,(Z, <), ~,.%, Msg, Cond, Loclnv) be an LSC body. (i) non-empty set 0  C'C 7, successor relation on cuts of . as follows:
d d closed, i
A non-empty set (§ # C' C . is called a cut of the LSC body iff WIS | e
« it is downward closed, ) closed under simultaneity, i.e. Definition. Let C,C’" C . bet cuts of an LSC body with locations
VLUl eCAI~T = LeC (&, =) and messages Msg.
VLUl eCAL=l = e, (iv) at least one location per instance line, (" is called direct successor of C via fired-set F, denoted by
VieI3dleC:i=i, C ~~p C', if and only if
o it is closed under simultaneity,
) , o F#0,
VIlI':I'eCAL~T = 1€C, and e Co=0 °« C'\C=F,
« it comprises at least one location per instance line, o Cr={l0:l20,l30} + for each message reception in F\, the corresponding sending is
VieIAleC: i=i. . Mm = er?wm_uw?.& already in C,
. e C3={hoha ) / o
A cut C' s called hot, denoted by 0(C) = hot, if and only if at . Com{hohr oo} VBEN) Szl 6P = 16G e
@ least one of its maximal elements is hot, i.e. if o R o « locations in F, that lie on the same instance line, are pairwise
: ) i o Cs={lo. i l20 21,130} unordered, i.e.
el o) =hot APl eC 1< L G= 2\ (s 5 \ o o
. Sitizrits, @ o el it iz iy 6(@) = et L eG=2 : VI @Lrele-l A Sty = Bl A el
' U T 2965 ' 306




Properties of the Fired-set

C ~p C' if and only if
o« F#0,
L CN\C=F,
«V(,E]l')eMsg:l'e F = 1€C, and
CVLUEF: LAV Nip=ip = LAUAU AL

« Note: F is closed under simultaneity.

« Note: locations in F' are direct <-successors of locations in C,

VIe FIleC:I=IAB"eC:I' <" <1

3165

Languag of LSC Body

The language of the body

(I1,(Z,=),~,.7, Msg, Cond, Loclnv)
of LSC L is the language of the TBA

B, = (Bxprs(X), X, Q, ¢ini; =, Q)

with

Expry(X) = Expr (S, X)

© @ is the set of cuts of (£, <), qini is the instance heads cut,
o F={CeQ|0(C) = cold} is the set of cold cuts of (£, <),
» — as defined in the following, consisting of

* loops (q,4,q),

« progress transitions (¢,1,¢') corresponding to g~ ', and
« legal exits (g,¢,.%). —

34765

Suwcesor Cut Examples

i) F#0, (i)C'\C=F,
) V(LE,I')eMsg:l' € F = I €C,and
(i) VLU EF:l£U Ny =iy = LAUAL AL

Camec!

ﬁk\/?vﬂ‘ﬁt‘

me012

Languag of LSC Body: I ntuition

By, = (Ezprg(X), X, Q, gini, —, Qr) with
o Eapry(X) = Epr (S, X)

* Q is the set of cuts of (£, <), gini is the instance heads cut,

« F={C€Q|0(C) = cold} is the set of cold cuts,

* — consists of
* loops (¢,%,q),
e progress trar
o legal exits (¢,%,.%Z)

“what allows us to
stay at this cut”

“characterisation
of firedset Fy”

< “what allows us to
legally exit”

<

V=0

ons (q,1,q') corresponding to q ~ ¢/, and

326

3576

Idea: Accept Timed Words by Advancing the Cut

« Let w = (09, conso, Sndy), (o1, consy, Sndy), (02, consy, Snda),
be a word of a UML model and 3 a valuation of 1 U {self}.

« Intuitively (and for now disregarding cold conditions),

an LSC body (I, (&, <).~,.#, Msg, Cond, Loclnv)
is supposed to accept w if and only if there exists a sequence

Co~py C1~p, Oy g, O

and indices 0 = ip < iy < --- < i, such that forall 0 < j <n,

satisfies the transition condition of F}, \/w.wu\ow\/M
Q:_mno_n__

o for all iy < k, (ay. cons,,, Sndy,),
satisfies the hold condition of C,.

Sep |: Only Messages

36/65



Progress

Loops

Same Helper Functions

« When do we move from ¢ to ¢'?

. pressi ofa : » How long may we legally stay at a cut ¢7 ; P
R Le=0
E(0) = (.. | (LET) e Msg}U{E, , | (I. E,l) € Msg}, o Intuition: those (;, cons;, Snd;) are N o Intuition: those (a;, cons;, Snd;) fire the  \=-~
' it allowed to fire the self-loop (¢, ) where progress transition (¢, 1/, ¢) for which there
o i !
E({ly,.. ) = E() U UE(ln). o cons; U Snd; comprises only irrelevant messages: exists a firedset F' such that ¢ ~p ¢’ and
. ' ? . ' ? « weak mode: « cons; U Snd; comprises exactly the messages that i
true \/{B s Pt -3 = VB,V B, no message from a direct successor cut is in, distinguish ' from other firedsets of q (weak mode), LI i
1<i<k ki o strict mode: and in addition no message occurring in the LSC is ' ' '
no message occurring in the LSC is in, in cons; U Snd; (strict mode),
® [sigma_i satisfies the atq local invariants and conditions relevant at

Formally: Let F,Fy,...,F,
be the firedsets of ¢ and let g ~r ¢’ (u

o b= NE(F) A= (V(E(F) U -+ US(F) \ E(F)

And nothing else.
ue).

o Formally: Let F:=FU---UF,
be the union of the firedsets of ¢.

==\ &)
-
=true if F=0 &

0140120

3765 b 3865 39765
Sane More Helper Functions Loops with Condtions
+ Constraints relevant at cut g: = How long may we legally stay at a cut ¢?
olg) = {0 |31 eql' ¢q|(L1,0,1') € Locknv v (I', 6,0, 1) € Loclnv}, o Intuition: those (o;, cons;, Snd;) are
gt dLocal . allowed to fire the self-loop (g, ¢, q) where
Sep II: CondtionsandLocal Invariants B(q) = Yot (¢) U Yicota (q) « cons, U Snd; comprises only irrelevant messages:
- § R ’ o weak mode:
NO=false Nfwnoovadi= N\ i no message from a direct successor cut is in,
1gisn o strict mode:
no message occurring in the LSC is in,
© 0 satisfies the local invariants active at ¢
And nothing else
o Formally: Let Fi= FiU--—-UF,
be the union of the firedsets of g.
o ==\ 8() AN B(a)
i —_—
2 et 0
4165 ! 42/65
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Even More Helper Functions

« Constraints relevant when moving from ¢ to cut ¢’

Legal Exits

Yolq.q") = {¢ | IL C L | (L,9,0) € Cond ALN (¢'\ q) # 0}
Uve(d)
\{w|3leq \ql' €2 (l0,expr,0,l') € Lochnv v (I', expr,0,0,1) € Loclnv}

U{y|3leqd \ql' € L (e, capr,0,l') € Locinv v (I, ezpr, 0, »,1) € Loclnv}

$(4,4") = ¥not(4:4') U tcola(d, ')

4365

« When do we take a legal exit from ¢?

 Intuition: those (o;, cons;, Snd;) fire the  “—---7
legal exit transition (¢,v,.%)
« for which there exists a firedset F' and
some ¢’ such that ¢ ~r ¢ and

* cons; U Snd; comprises exactly the messages that  i:|=
distinguish F from other firedsets of g (weak mode), "
and in addition no message occurring in the LSC
in cons; U Snd; (strict mode) and

« at least one cold condition or local invariant relevant when moving to ¢’
is violated, or

o for which there is no matching firedset and
at least one cold local invariant relevant at ¢ is violated.

o Formally: Let Fy,..., F, be the firedsets of g with ¢ ~>r, gi.
= VL AEE) A=(VEFE) U UEFE))\ E(F)) AV Yeoia(a )
VSV E(FD)) AV theoa(q)

46765

Progresswith Condtions

« When do we move from ¢ to ¢'?

o Intuition: those (o;, cons;, Snd;) fire the
progress transition (g, 1, ¢') for which there
exists a firedset I such that g ~ ¢’ and

* cons; U Snd; comprises exactly the messages that
distinguish F' from other firedsets of g (weak mode),
and in addition no message occurring in the LSC is
in cons; U Snd; (strict mode),

© 0; satisfies the local invariants and conditions relevant at ¢’

« Formally: Let F.Fi,...,F,
be the firedsets of ¢ and let g~ ¢’ (u

=AEE) A-(V(EE) U U EED)\EF)ANY(g,0)-

ue).

A4ys

Example

4Tjss

Sep Ill: Cold CondtionsandCold Local Invariants

45/6s

Finaly: The LSC Semantics

2014.01.29 ~ Sicsem -

A full LSC L consist of
« abody (I,(Z,=),~,.7, Msg, Cond, Loclnv),

 an actival

n condition (here: event) ac=E}, ;,, E€ &, iy iy €1,

« an activation mode, either initial or invariant,
versal (hot).

 a chart mode, either existential (cold) or

A set W of words over . and 2 satisfies L, denoted W |= L, iff L

+ universal (= hot), initial, and
Ywe W V3: I — dom(o(w’))ew activates L = w € Ls(BL)
I (= cold),
3we W 38:1— dom
« universal (= hot), invariant, and
Vw e WVkeNoV3: I — dom(o(w"))ew/k activates L = w/k € Ls(BL).
variant, and

, and

o existen

w”)) e w activates L Aw € Ls(BL).

 existential (= cold),
JweW Ik €Ny 38 I — dom(o(w)) e w/k activates L A w/k € Ls(BL).
486



Back to UML: I nteractions

Interactions as Refledive Description

4976

+ In UML, reflective (temporal) descriptions are subsumed by interactions.
* AUML model M = (€2,.%4,0%,.%) has a set of interactions .#.
« An interaction Z € .# can be (OMG claim: equivalently) diagrammed as

« sequence diagram, timing diagram, or
+_communication diagram (formerly known as collaboration diagram

).

P

5165

Model Consistency wrt. Interaction

» We assume that the set of interactions .7 is pal
(possibly empty) sets of universal and existential interactions,

I = 0I5

Definition. A model
M= (¢2,94,62,5)

is called consistent (more precise: the constructive description of
behaviour is consistent with the reflective one) if and only if

VI €S LM) C L(T)

and
VI e S5: LM)NLET) #D.

50765

Interactions as Refledive Description

» In UML, reflective (temporal) descriptions are subsumed by interactions.
+ A UML model M = (€2, 74,62, .7) has a set of interactions .7
« An interaction Z € .# can be (OMG claim: equivalently) diagrammed as
« sequence diagram, timing diagram, or
+ communication diagram (formerly known as collaboration diagram).

51/6s

Interactions as Refledive Description

« In UML, reflective (temporal) descriptions are subsumed by interactions.

« A UML model M = (€2, 54,67, .7) has a set of interactions .#.

« An interaction 7 € .# can be (OMG claim: equivalently) diagrammed as
« sequence diagram,

Why Sequence Diagrams?

Most Prominent: Sequence Diagrams — with long history:
+ Message Sequence Charts, standardized by the ITU in different
versions, often accused to lack a formal semantics.

« Sequence Diagrams of UML 1.x

Most severe drawbacks of these formalisms:

« unclear interpretation:
example scenario or

© unclear activation:
what triggers the

* unclear progress requirement:
must all messages be observed?

I s on
. e |

« conditions merely comments

© no means to express

forbidden scenarios P v

5276



Thus: Live Sequence Charts

« SDs of UML 2.x address some issues, yet the standard exhibits
unclarities and even contradictions [Harel and Maoz, 2007, Storrle, 2003]

 For the lecture, we consider Live Sequence Charts (LSCs)
[Damm and Harel, 2001, Klose, 2003, Harel and Marelly, 2003], who
have a common fragment with UML 2.x SDs [Harel and Maoz, 2007]

» Modelling guideline: stick to that fragment.

5365
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Sde Note: Protocol Satemachines

e0120

1

Same direction: call orders on operations

o “for each C instance, method /() shall only be called after () but before /

Can be formalised with protocol state machines.

54765
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