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Sdtware Design, Modelling andAnalysisin UML

Ledure 17: Live Sequence ChartslI

201201-31

Prof. Dr. Andreas Podelski, Dr. Bernd Westphal

Albert-Ludwigs-Universitat Freiburg, Germany

Contents & Goals

Last Lecture:

Reflective vs. constructive description of behaviour

Live Sequence Charts: syntax, intuition

This Lecture:

Educational Objectives: Capabilities for following tasks/questions.

What does this LSC mean?
Are this UML model’s state machines consistent with the interactions?

Please provide a UML model which is consistent with this LSC.

What is: activation, hot/cold condition, pre-chart, etc.?

Content:
Symbolic Biichi Automata (TBA) and its (accepted) language.

LSC formal semantics.
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Reall: Live Sequence Charts Syntax

After having consumed both, CrossingCtrl may reply with ‘done’ to the environment.

;
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Reall: Example
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Whenever the CrossingCtrl has consumed a ‘secreq’ event
then it shall finally send ‘lights_on’ and ‘barrier_down’ to LightsCtrl and BarrierCtrl,
if LightsCtrl is not ‘operational’ when receiving that event,
the rest of this scenario doesn't apply; maybe there's another LSC for that case.
‘ if LightsCtrl is ‘operational’ when receiving that event,
< it shall reply with ‘lights_ok’ within 1-3 time units,
%5 the BarrierCtrl shall reply with ‘barrier_ok’ within 1-5 time units, during this time
= (dispatch time not included) it shall not be in state ‘MvUp’,
g ‘lights_ok’ and ‘barrier_ok’ may occur in any order.
|
T
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Reall: LSC Body — Abstract Syntax
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Let © = {hot, cold}. An LSC body is a tuple
(I,(%,=),~,, Msg, Cond, Loclnv)

where

I is a finite set of instance lines, (ac(, awl"dé”/ vide « C/‘&‘ C{{Co

(&, =) is a finite, non-empty, partially ordered set of locations,
each | € & is associated with a temperature 6(l) € © and an instance line i; € I,

~C % x £ is an equivalence relation on locations, the simultaneity relation,
s =(T,%,V, atr,uy) is a signature,

Msg C .Z x 6“(9; Z is a set of asynchronous messages (
. , . ; oxclees e
with (I,b,1") € Msg only if [ ~ ',

Not: instantaneous messages — could be linked to rpéthod/operation calls.

Cond C (2% \ 0) x Expr x O is a set of conditjdns
with (L, expr,0) € Cond only if I ~ 1’ for all I,I'£ L, e L

Loclnv C.Z x {o,e} x Expr, x © x.& x {o,e} is a set of local invariants,

5/a1

Example
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(I, (&, X),~,.%,Msg, Cond, Loclnv)

Msg C ¥ X E XL
Cond C (2$ \ 0) x Ezpr o x ©
Loclnv C
L x {o,e} X Expr o X © X £ x {o, e}
1= $x:-j,ﬂ, C'&()=Cq,...

L1 (Lo st ), (b, cold), o1

4cPrft { Lot by, -
s S O, lor® b, Gy S b, .. f

ﬂ&s*i (01.1. A| e1,1), - ] ~ "g (?4,4, 6’3)}
Cand =T (100, 03, G28), hot) .3
L [y = { (@a,0, V“o), 7 (m,');
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Reaall: Wl -Formedness
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Bondedness/no floating conditions: (could be relaxed a little if we wanted to)
For each location | € &, if | is the location of A7

a condition, i.e.
3(L, expr,0) € Cond: l € L,

a local invariant, i.e.
3 (ll,’il, expr,d,ls, 22) € Loclnv : [ € {ll, lg}, or
then there is a location I’ equivalent to [ which is the location of

a message, i.e.
= (ll,b, lg) S Msg 1l e {11,12}, or

an instance head, i.e. I’ is minimal wrt. <.

Note: if messages in a chart are cyclic, then there doesn't exist a partial order
(so such charts don't even have an abstract syntax).

7/a7
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Course Map
0
2
CD, SM p € OCL CD, §SD S
| 0 a &
S =(9,6,V,atr), SM expr ., 8D~ (T &<) -/
0 0 1
M= (22,As,—su) N B =(Qsp;q0, A»,—sp, Fsp)
0 . .
™= (00,@ (01,61)... 00 wr = ((03, cons;, Snd;)); e
0 0
G=(N,E,f)
]
oD
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Live Sequence Charts Semantics

9/47

TBA-based Semantics of LSCs
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Plan:
o Given an LSC L with body

(I,(Z,=),~,.7, Msg, Cond, Loclnv)

o Construct a TBA By — taking the cuts of L as states.

o Define L(L) in terms of L(Br),
in particular taking activation condition and activation mode into account.

10/47



Formal LSC Semantics: It'sin the Cuts

o Let (1, (%, X),~, ¥, Msg, Cond, Loclnv) be an LSC body.

e A non-empty set
N£CC¥
is called a cut of the LSC body if and only if
o it is downward closed, i.e. VI,I': ' e CAI = = 1€ C,
o it is closed under simultaneity, i.e. VI,I': ' e CAl~1 = 1€ C, and

e it comprises at least one location per instance line, i.e. Vie I 3l € C :4; =1.

Nk of art (wariamt obustl)

d(:-"“‘/__/_y"/‘l""'/ ;7)[,/&

rev. T olne, .
Yok, of Pus-hiuy 7(":(@:

— 17 — 2012-01-31 — Scuts —

11/47

Formal LSC Semartics: I1t'sin the Cuts

o Let (1,(%,X),~, %, Msg, Cond, Loclnv) be an LSC body.

o A non-empty set
P£CC¥

is called a cut of the LSC body if and only if

e it is downward closed, i.e. VI,I': ' e CAI = = 1€ C,
o it is closed under simultaneity, i.e. VI,I': ' e CANl~1 = 1€ C, and

e it comprises at least one location per instance line, i.e. Vie I 3l € C :4; = 1.

o A cut C is called hot, denoted by 6(C) = hot, if and only if at least one
of its maximal elements is hot, i.e. if

FleC:0()=hot APl € C: 1<
Otherwise, C is called cold, denoted by §(C") = cold.
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Examples. Cut or Not Cut? Hot/Cold?
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(i) non-empty set ) £ C C &,

(ii) downward closed, i.e.
VLI : ' eCANI=lI = leC

(iii) closed under simultaneity, i.e.
Vi, :I'eCANI~T = el

(iv) at least one location per instance line, i.e.
VieldleC:i=i1,

Co=10

Ci ={l10,l20,l30}
Co={l11,12,1,13,0}

C3 ={li0,l11}

Cs={lio, 111,020,130}

Cs ={li0.li1,020,021,130} _ .
Co = Z \{l1,3,12,3} :
Cr=%

12/47

A Swceesor Relation onCuts
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The partial order of (£, <) and the simultaneity relation “~" induce a direct

successor relation on cuts of & as follows:

Let C,C’" C & bet cuts. (' is called direct successor of C o
via fired-set Fg denoted by C' ~»p C, if and only if
A~ S.g /}:F

ca
oo (B2 ). <
C'\C=F,

for each message reception in I, the corresponding sending is already

in C, Ole:
locations in F', that lie on the same instance line, are pairwise q ,
unordered, i.e. €L, ustenee by of 2 ¢

VLIl e F:l#UNip=1dp = 1AUNI A1
® @ F is closed under simultaneity, [~/
In other words: locations in F' are direct <-successors of locations in C, i.e.

VieFIleC:l<UANB"eC:l' <" <1
13/47



Swccesor Cut Examples
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(i) F#0,
(i) C'\C =F,

(iif) message send before receive, O "\‘* -
T ll,l ‘/ N

(iv) locations on same instance line unordered, i.e.
Vil e F:l#U Niy=1p = LZAUNU A

~

— 17 — 2012-01-31 — Scuts —
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|dea: Accepting Words by Advancing the Cut
Let w = (o4, cons;, Snd;);en, be a word over . and 2.
Intuitively (and for now disregarding cold conditions),
an LSC body (1, (%, <), ~, %, Msg, Cond, Loclnv) is supposed to accept w
(under valuation_{3) if and only if there exists a sequence KT
wbick N x? | otr”
-MS"DW(L Cous +D oS)eJ.s Co IR Gy Fy Co F, Cn )!;

and indices i1 < --- < i, such that [AY .

x!] ke

A7

C consists of the instance heads, C —-I\

forall 1 <j < n,

for all i; < k < ijy1, (o, consy, Sndy)
satisfies (under (3) the hold condition of C;_1,

(0i,, cons;;, Snd;;) satisfies (under 3) L
the transition condition of F;, - ——-

Cy is cold, C’.,, ’to

for.al.l in <k, (Br, iy ti;) N /D// B
satisfies (under 3) the hold condition of C,,. /%
faual N ! |
15/47
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Excursus. Symbalic Biichi Automata (over Sgnaure)

Symbadli ¢ Blchi Automata
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e
Definition. A Symbolic Biichi Automaton (TBA) is a tuple

B = (Exprg, X, Q, qini, —, Qr)

where
o Expry is a set of expressions over logical variables from X,

(<8
e @ is a finite set of states, qu'the initial state,

o — C @ X Exprg x @ is the transition relation.
Transitions (g, expr, q’) from g to ¢’ are labelled with a constraint

expr € Expr; over the kighatsamd=ha variables.

o Qr C Q is the set of fair (or accepting) states.

&

1747
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TBA E)(ample | (Exprl’j’?X’quinia_):QF) |

Ekf-@f 75-45@),
.\@;O —a(z,y) 7@l y),
a(x,y) <o r, xgeX
r@i@ =b(y) &"’fi,, e 7l
b(y) A —c b(y) A e 9 = 7,
@i) _‘d(yvm) G]__ ;‘
(v, 2) 77 155f
@D o
e(x)

@ true

1947

Word

7

N
Definition. Let Expry be a set of expressions over logical variables
X. and let ¥ be the set of interpretation functions of Ezprpg, i.e.

Y= Exprg x (X — 2(X)) — {0,1}.
For o € ¥, we write o |=3 expr if and only if o(ezpr, ) = 1.

A word over Ezprg is an infinite sequence of interpretations of
Exprg
(O-i)iG]No € Ew.

0{,}:,5 a(xﬂ‘ ' ﬁ=fkl—) 1, 792?]
o Ep < % E el (MGJAMJ el

20/a7



Run o TBA over Word
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-

w = (Ui)iEINo e xv
a word over Expry.

An infinite sequence
AN

0=qo,q1,q2,--- € Q"

only if

qo = Gini,

that .
oi =g i

Definition. Let B = (Exprg, X, Q, ¢ini, —, Qr) be a TBA and

is called run of B over w under valuation 5 : X — 2(X) if and

for each i € INg there is a transition (g;, 1y, ¢i+1) €— such
I

J

Run a Not Run Examples
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0= (Qi)ielNo, q0 = Qini,
Vi € No 3(qs,¥s,qi+1) € — : (04, conss, Snd;) Fp i

b(y) A —c
W 6, de(x,y) ca) Cokp 7«.(&5))
S, jp alyy)
8, kp alny), 67 lxl,c(x)
& Fp 6(3)/\ 1c
5y bp el a é{(j,x)

- 129 35 %
. 1j‘ifu i
by by bv by by
Vo &, 92 03 oYy

2147

@0 o)

a(z,y)

W_G@D —b(y)

b(y) Ae

@% —d(y, x)

d(y, x)

@D -
]

] e

S @ true
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The Languagp of a TBA

4 )
Definition.
We say B = (Ezpry, X, Q, ¢ini, —, QF) accepts w (under valua-
tion f: X — 2(X)) if and only if B has a run

—_——

(Qi)ielNo

over w such that fair (or accepting) states are visited infinitely
often, that is,

VielNg3dj>i:q; € Qr.

We call the set L£3(B) of words over .# that are accepted by B
under ( the language of 5.

\_ /
:‘ 23/a7
Languagp of the Example TBA \@D:) —a(z, y)
a(z,y)
L3(B) consists of the words (_@93 2
b(y) A —c b(y) Ac
(04, Snd;, cons;)ien, @% d(y, 2)
where there exist 0 < n < m < k < £ such that d(y, ) 7
for0<i<n, o; Fé/;a(x,y} @93 —e(x)
on Ep alxy) e(x)
forn <i<m, o; P—‘/sé@) W
Om ]:'-',5 b(g‘)\c oud @ e
form < i<k, o; %ﬁ‘«}ﬁ)
or Epd(ynx)

— 17 — 2012-01-31 — Stba

fork<i </, o; V‘M(xl
oy "—_“:C(K), o
Om l’/b-"cyl/m(
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Backto Main Track: Live Sequence Charts Semantics

Reall Idea: Accepting Words by Advancing the Cut
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Let w = (o4, cons;, Snd;);en, be a word over . and 2.

Intuitively (and for now disregarding cold conditions),
an LSC body (1, (%, <), ~, %, Msg, Cond, Loclnv) is supposed to accept w
(under valuation 3) if and only if there exists a sequence

Co ~p, Cr~»p, Co-v- g, Cy
and indices 71 < -+ < i, such that

o Cy consists of the instance heads,

25/47

o forall 1 <j<n, ’

o forall i <k <ijt1, (oK, consy, Sndy)
satisfies (under () the hold condition of Cj_1, P —

o (oi;, cons;;, Snd;;) satisfies (under 3) =
the transition condition of F;, - ——-

B C
o (), is cold, ’E/CQT

o for all 7,, < k, (ﬂk,,uij,tij) D

satisfies (under 8) the hold condition of Cp. (/



Languagp of LSC Body

The language of the body
(I,(Z,=2),~,.%, Msg, Cond, Loclnv)
of LSC L is the language of the TBA
BL = (ExpTBa X7 Q7 Qinis QF)
with
o Bupry = Eupr o, (V, (7))
o @ is the set of cuts of (£, <), qni is the instance heads cut,
-% ={C € Q| 6(C) = cold} is the set of cold cuts of (£, <),
o — as defined in the following, consisting of
o loops (¢, %, q),

o progress transitions (¢,%,q’), and

o legal exits (q,9,.%).

— 17 — 2012-01-31 — Slscsem —

27 /a7

Languag of LSC Body: | ntuition

Br, = (Ezpri, X, Q, ¢ini, —, Q) with
o Exprg = Expr,(V,6(7))
o Q is the set of cuts of (&, <), gini is the instance heads cut,
o F={CeQ]0(C)=cold} is the set of cold cuts,
e — consists of

o loops (¢,¢,q), 2

o progress transitions (q,%,q’), and
e legal exits (q,%,%).

“what allows us to
stay at this cut”

“characterisation
of firedset F,,”

“what allows us to
legally exit”

— 17 — 2012-01-31 — Slscsem —
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Sgnd andInteger Expressons
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Let ¥ = (J,%,V, atr) be a signature and X a set of logical variables.

The signal and integer expressions Ezpr o, (V,&(.)) over . are defined by

the grammar:

W = true | expr ||@1 V 1hg,
where expr € Exprg,, E € &, x,y € X\

CSuleas 6‘,57
SQ.VZ((X, E/y)

Sdisfaction o Sgnd andInteger Expressons

— 17 — 2012-01-31 — Slscsem

Let (o, cons, Snd) € (E% x 22(€)xEvs(8,9) 2@(%)XE”S(‘?’@)X@(%)) be a
letter of a word over . and Z and let §: X — 2(%) be a valuation of the

logical variables in X.

(o, cons, Snd) =g true
(o, cons, Snd) =5 = if and only if not (o, cons, Snd) =g
(0, cons, Snd) =5 Y1 V 9 if and only if

(0, cons, Snd) =3 Y1 or (o, cons, Snd) =g 2

(0, cons, Snd) =g expr if and only if (I[expr](o73) = 1)

=

(o, cons, Snd) =3 E;y if and only ifﬂ%ﬂd
eveal

(0, cons, Snd) =5 E_ if|and only if (8(x), (E,d)) € cons
l/*l — = A

g ax>8

2947
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Saisfaction o Sgnd andInteger Expressons
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Let (o, cons, Snd ) be a
letter of a word over . and Z and let §: X — 2(%) be a valuation of the
logical variables in X.

) c (E?p % 2@(‘5)><E'Us(é°,@) % 2@(‘5)XEU§(£’,@)X@(C€)

(o, cons, Snd) =g true
(o, cons, Snd) =g = if and only if not (o, cons, Snd) =g

(0, cons, Snd) =5 Y1 V 9 if and only if
(0, cons, Snd) =g 1 or (o, cons, Snd) =5 2

(o, cons, Snd) =g expr if and only if I[expr](c,B) =1
(0, cons, Snd) =5 E;’y if and only if (3(z), (E,d),3(y)) € Snd

(0, cons, Snd) |=5 EZ if and only if (B(z), (E,d)) € cons

Observation: if the semantics has “forgotten” the sender at consumption
time, then we have to disregard it here (straightforwardly fixed if desired).

Other view: we could choose to disregard the sender.

Example: TBA ove Sgnd andInteger Expressons

— 17 — 2012-01-31 — Slscsem

\@?/D ﬁEQ!xy

!
‘,L.?y

/‘@2@ ~E,

30/a7

E; N —expr E; A expr

@D 5.

F!

Y,z

@ -+

F?

x

\»@ true

3147



Same Helper Functions
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Stacting o g
Messages ofﬁocation: 5(e'3,¢") €M /ei_(v 2" é)’
' 9t =

B(l) := [be B =L b T € Msg Vb= Ms
B({l1,...,ln}) == B(l;)U---UB(l

Constraints relevant at cut ¢:

W(g)=1{v|3leql ¢q|(l,,0,0) € LocinvV (I',4,0,1) € Loclnv},

14"

BC)= {Ute) @)}

32/a7

Sarne More Helper Functions

2012-01-31 — Slscsem

—17 -

Constraints relevant when moving from ¢ to cut ¢':
(g, d)={v|3led\ql' e L,0€0]|
(1,e, expr,0,l') € Loclnv \V (I, expr,0,1,e) € Loclnv}
Wy |3leql ¢q¢,0€0]
(1, expr,0,1') € Loclnv V (I, expr, 6,1) € Loclnv}
U{y |ILC Z,0 €0 | (L,¢,0) € Cond ANLN (¢ \q)#0}

3347



Even More Helper Functions
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Cold constraints relevant when moving from ¢ to cut ¢’:
Yeold(g,4") ={¥ |3l €'\ q, ' € Z |
(1, expr,cold,l’) € Loclnv V (I, expr, cold,l, ) € Loclnv}
U{y|3leql' ¢4 |
(1, expr,cold,l’) € Loclnv V (I, expr, cold, 1) € Loclnv}
U{e |ILC L] (L,¢,cold) € CondALN(q\q) # 0}

e o e
L4 |

I ! 3447

Reall: I ntuition
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Br, = (Ezpri, X, Q, ¢ini, —, Q) with
Ezpryg = Ezpr o, (V, ()
Q is the set of cuts of (£, <), gini is the instance heads cut,
F={C e Q] 6(C) = cold} is the set of cold cuts,
— consists of

loops (g,%,q),
progress transitions (q,%,q’), and

legal exits (q,v,-%).

not B recv

aed pof ("«V

“what allows us to
stay at this cut”

“characterisation
of firedset F,”
laud b

“what allows us to
legally exit”

true



Loops
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| Ee P 1Es ]

0

i

How long may we legally stay at a cut ¢?

A Do T 20

Intuition: those (o, cons;, Snd;) are allowe

to fire the self-loop (g, %, q) where Lo
BN ST
cons; U Snd; comprises only irrelevant messages: (= :D

I

|

|

|

|

|

|
A
)

‘

|

|

ARN

13,2
weak mode: (fumﬁm}
no message from a direct successor cut is in,
strict mode:
no message ogcu(ring in the LSC is in,
o; satisfies the local invariants active at ¢ A , ’C
And nothing else. Y et }#(;)
Formally: Let F := Fy U~ U F, is be the union of the firedsets of q.
= -=(\FBE) A Kv(a). } werle neads.
=true if F=0 s‘({cé ' 4&; -1 (VMSJ)
\é‘{ <'e’"${_e"‘)’ (e, (!, %"}5 (wo WRSS4gL 14144 o 'el
. ! g .
Y5 ,"t B, i)V Ged,itod s llowad
&) 36]/’47
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Progress - % i ElIaiee o
©/ ;/3 _)@ |

When do we move from ¢ to ¢'?

Intuition: those (o, cons;, Snd;) fire the
progress transition (g, 1, q’) for which there
exists a firedset F' such that ¢ ~f ¢’ and

cons; U Snd; comprises exactly the messages that
distinguish F' from other firedsets of ¢ (weak mode),
.and in addition no message occurring in the LSC is g',-'x ek
in cons; U Snd; (strict mode), A >3

0; satisfies the local invariants and conditions relevant at ¢’. @" v=0

Formally: Let E, F1,..., F, be the firedset of g and ¢ ~>F ¢ (unique).
¥ = ABE) A 2(\UB(F1) U---UB(F)) \ B(B)) A N\v(a,4),
e ~— @

wrenle He UnegyS. ond  wo ol Yﬁ?d
Waods o frse f AF.NJSI'J cocliin s ) o
+0 é: l'll\/aﬂa‘é
<<l . — rbvast ot p°

37/a7



w= (6, cnso, Sads)
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L@al EXltS (6', wrs,, ams,) Al
: T

When do we take a legal exit from §?

Intuition: those (o, cons;, Snd;) fire the
legal exit transition (g,,.%) for which there
exists a firedset I’ and some ¢’

such that ¢ ~r ¢’ and

cons; U Snd; comprises exactly the messages that N g
‘A

distinguish F' from other firedsets of ¢ (weak mode), 2

and in addition no message occurring in the LSC is

in cons; U Snd; (strict mode).

1
Cs{;el\ vEo xgg)

® o does usl sdN e CJIAS‘*(‘“Wé(aV/a:w) @Y e
Formally: Let F,..., F, be the firedset of ¢ with ¢ ~F, qj.

¢i= Vi AB(F) A~ (V(B(Fl) U B(F)) \ B(Fy)) AV $eola(q; 40),
———

we crmU W""f)"ﬂ\»
9 #v g hﬂ74
{\mlsaé

Example
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bt Ao

i gL
oen, '€
wdd

3847
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Finally: The LSC Semartics (3 it
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st
A full LSC L consist of oa..'q/
a body (I,(%, <), ~,.,Msg, Cond, Loclnv), :
an activation condition (here: event) ac € B, (Z:;,? ?@';
an activation mode, either initial or invariant, ' \’4) l
a chart mode, either existential (cold) or universal (hot). \% /

—_—aa ——

M\OW satisfies L, denoted W = L, iff L
universal (= hot), initial, and
YweWVE: X — dom(wp) ew activates L — w € L(BL).
universal (= hot), invariant, and
YweWVkeNyVE: X — dom(wy) ®w/k activates L. — w/k € L(BL).
existential (= cold), initial, and
Jwe W 38: X — dom(wp) @ w activates L A w € L(BL). s# of W

existential (= cold), invariant, and / ""‘5:"? bt

JweW 3k e€No 38: X — dom(wy) e w/k activates L Aw/k € L(Br). et
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Backto UML: I nteractions

I
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I 4147
Interactions as Refledive Description
o In UML, reflective (temporal) descriptions are subsumed by interactions.
o A UML model M = (€92, 54,02, .%) has a set of interactions .#.
o An interaction Z € .¢ can be (OMG claim: equivalently) diagrammed as
e sequence diagram, timing diagram, or
o communication diagram (formerly known as collaboration diagram).
Lifeline State or condition DurationConstraint
T sd UserAcc_User
T \a L?““’“““:K‘ - Fiaure 14.30 - Compact Lifeline vith States [OMG, 20070, 522]
TimeObservation /ﬁ/{ = ‘
Figure 16.26 - Sequence Diagram with time and timing concepts [OMG, 2007b, 513] || rigure 14:27- communication dagram [OMG, 2007b, 515]
I
&
I
§ Figure 1431 - Tining iegram with more . M;nm.g.{wc‘ 20071:. 522)
I
I
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Interactions as Refledive Description

In UML, reflective (temporal) descriptions are subsumed by interactions.
A UML model M = (¥9, 54 ,02,.9) has a set of interactions ..

An interaction Z € .# can be (OMG claim: equivalently) diagrammed as
sequence diagram, timing diagram, or

TimeConstraint

TimeObservation

Figure 14.26 - Sequent

communication diagram (formerly known as collaboration diagram).

<4 Ovenen User, ACSystom

Lifeline State or condition  DurationConstraint

User

sd UserAcc_User
wha
V N

Fiqure 14.30 - Compact Lifeline with States. [OMG, 2007b, 522]

[T talpin o) on disgram [OMG, 2007b, 515]
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TimeObservation

Figure 14.26 - Sequent

I
&
I
I 4247
Interactions as Refledive Description
In UML, reflective (temporal) descriptions are subsumed by interactions.
A UML model M = (¢9, 54 ,09,.9) has a set of interactions ..
An interaction Z € .# can be (OMG claim: equivalently) diagrammed as
sequence diagram, timing diagram, or
communication diagram (formerly known as collaboration diagram).
‘ N . Lifeline State or condition  DurationConstraint
o [t ] ]
T sd UserAcc_User /
" tates [OMG, 2007b, 522]

[Q1AGn 209Zb. 518]

ine and with wessaged OMG, 2007b, 522]
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Why Sequence Diagrams?
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Most Prominent: Sequence Diagrams — with long history:

o Message Sequence Charts, standardized by the ITU in different __
versions, often accused to lack a formal semantics.

o Sequence Diagrams of UML 1.x

Most severe drawbacks of these formalisms: AN

o unclear interpretation:
example scenario or invariant?

e unclear activation: L
what triggers the requirement? JLAME verlnt st ] .
. ,/ ‘ Envivonment‘ ‘ LightsCtrl ‘ ‘: CrcssingCtvI‘ ‘ : BavrierCtrl ‘ \\
o unclear progress requirement: ’%J ‘ /,
must all messages be observed? A 4 ) L

77777 Iights on bartier.. y—barrier down

. Operat:onal > \
77777 |
ws| ! (L3] MvUp >
ights ok
; parrier-ok

o conditions merely comments

<

® no means to express
forbidden scenarios

AN NSNS

\

NN
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Thus: Live Sequence Charts
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e SDs of UML 2.x address some issues, yet the standard exhibits
unclarities and even contradictions [Harel and Maoz, 2007, Stérrle, 2003]
AN —

o For the lecture, we consider Live Sequence Charts (LSCs)
[Damm and Harel, 2001, Klose, 2003, Harel and Marelly, 2003], who
have a common fragment with UML 2.x SDs [Harel and Maoz, 2007]

o Modelling guideline: stick to that fragment.
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Sde Note: Protocol Satemachines
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Same direction: call orders on operations

e “for each C instance, method f() shall only be called after g() but before h()”

Can be formalised with protocol state machines.

CM:
L()

\’D,g—n»(j—#la oO—a
tad

D»/-’L@”—’)Jw
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