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Abstract

Set constraints are inclusions between expressions denoting sets of trees. The efficiency of their satisfiability test is a central issue in set-based program analysis, their main application domain. We introduce the class of set constraints with intersection (the only operators forming the expressions are constructors and intersection) and show that its satisfiability problem is DEXPTIME-complete. The complexity characterization continues to hold for negative set constraints with intersection (which have positive and negated inclusions). We reduce the satisfiability problem for these constraints to one over the interpretation domain of nonempty sets of trees. Set constraints with intersection over the domain of nonempty sets of trees enjoy the fundamental property of independence of negated conjuncts. This allows us to handle each negated inclusion separately by the entailment algorithm that we devise. We furthermore prove that set constraints with intersection are equivalent to the class of definite set constraints and thereby settle the complexity question of the historically first class for which the decidability question was solved.

1 Introduction

Set constraints. Set constraints denote relations between sets of trees. Syntactically, they are conjunctions of inclusions between expressions built over variables, constructors (constants and function symbols from a given alphabet) and a choice of set operators that defines the specific class of set constraints. The main application domain is set-based program analysis and type inference for functional, imperative and logic programming languages [3, 5, 21, 25, 35, 37, 42], but they are also used in order-sorted languages [41] and in constraint logic programming [28].

The satisfiability problems for the various classes of set constraints have been widely studied, in part for their significance for applications, in part for their own sake. Four different decidability proofs [4, 16, 8, 1] were given for the class of positive set constraints, three [17, 2, 10] for the class of negative set constraints, and one [11] for the class of set constraints with projection (which includes all above-mentioned classes). Set constraints were studied from the logical and topological point of view [27, 13, 29] and also in domains different from the Herbrand universe [19, 9, 34, 36, 12].

Definite set constraints. This was the first class of set constraints for which decidability was shown [20, 22]. It was introduced by Heintze and Jaffar and is used for the type analysis of Prolog programs [21, 18, 23]. The satisfiable constraints in this class have a least solution (this fact is at the origin of the attribute “definite”). Bachmair, Ganzinger and Waldmann [8] showed that the satisfiability problem for this class is in NEXPTIME. The relation of the class to other classes of set constraints has not been investigated before. Due to the the apparent difference in syntax, the two classes of definite and of positive set constraints were often (e.g., in [23]) considered incomparable.

Our results. We show that definite set constraints can be seen as a proper subclass of positive set constraints, namely positive constraints without complement and union symbols. We call them set constraints with intersection (the only operators forming the expressions are constructors and intersection). We give an algorithm, in a concise presentation, which (1) performs the satisfiability test in exponential time, (2) computes which variables denote the empty set in the least solution, and (3) represents the least solution as a tree automaton. Points (2) and (3) are important for the application to program analysis. Our algorithm
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is the fixpoint iteration under the operator that adds immediate consequences under $9$ logical axioms. Each consequence is an inclusion between two terms from a set of bounded size; this is used to show the termination and to derive the upper bound. Using a reduction from a tree automata problem (as in [15]), we give an exponential lower bound and thus obtain that the satisfiability problem is $\text{DExpTIME}$-complete. This is the first time that a class of set constraints (over a general constructor alphabet) falls into this complexity class. Since the classes of definite set constraints and of set constraints with intersection are not only equivalent in expressive power but also linearly inter-reducible, we hereby settle also the complexity question for definite set constraints.

We also give an exponential satisfiability algorithm for the class of negative set constraints with intersection which is obtained from (positive) set constraints with intersection by allowing inclusions to be negated. The idea that underlies the general schema of this algorithm is based on the following observation: Every variable appearing in the left-hand term of a negated inclusion is nonempty (i.e., must have a nonempty value in every solution). The first part of the algorithm infers the set of nonempty variables in a negative set constraint with intersection, say $\gamma$ (by fixpoint iteration wrt. a second set of axioms). Roughly, one part of $\gamma$ is satisfied by any valuation assigning nonempty sets to nonempty variables and the empty set to the other variables. All variables in the other part, $\gamma_{ne}$, are nonempty. We have thus reduced the satisfiability problem for $\gamma$ to the one for $\gamma_{ne}$ over the interpretation domain of nonempty sets of trees. We establish that set constraints with intersection over the domain of nonempty sets of trees enjoy the property of independence of negated conjuncts. This theorem allows us to handle each negated inclusion separately by the entailment algorithm that we devise (as the fixpoint iteration wrt. a third set of axioms). The correctness of the theorem depends crucially on the assumption that the constructor alphabet is infinite. The interpretation of this assumption might be that the constructor alphabet is never fully known, or is always extensible (which fits with the modularity in program analysis).

The independence property is a fundamental property for constraint systems that is of further-reaching interest. Colmerauer has introduced it for the manipulation of inequations in the context of constraint logic programming (CLP) [14]. The property also characterizes (and is characterized by) the semantics of bottom-up and top-down computations [32]. A general study of the property shows its importance in various symbolic computation areas [31]. In constraint data bases, the property allows the efficient containment test between constraint relations [26]. The property is necessary for the inference of constrained functional dependencies in polynomial time [33]. Examples of constraint systems with the independence property are: universal closures of the definite Horn clauses of a logic programming language [31], term equations over finite or infinite trees [14], linear equations over the real numbers [30], various constraint classes over feature trees [7, 6, 39], infinite Boolean algebras with positive constraints [24], and various simple subclasses of constraints (e.g., inequalities over numbers where each variable always appears on the same side of the inequality) which may be useful for the application considered in [33].

**Related work.** It is not clear whether one should compare the algorithm given by Heintze and Jaffar [20, 22] with ours (the first one, for positive set constraints with intersection) since it takes a different input than ours, i.e., a class of set constraints with different (in fact, more) set operators. Also, their main motivation then was to solve the decidability question of the satisfiability problem. The main difficulty with their algorithm was, in fact, to prove the termination; they do not give its complexity. Their algorithm works by stepwise transformations of tree grammars followed by a separate satisfiability test. Their syntax shares with ours the use of intersection variables which, roughly, stand for intersection terms and thus make the syntax homogeneous. They have not considered negative definite set constraints.

Frühwirth, Shapiro, Vardi and Yardeni [15] characterize the membership problem in the least model of a logic program in a subclass of so-called proper unary-predicate programs by the same complexity. Their lower bound proof is similar to ours (and, in fact, inspired it); their algorithm is based on 2-way automata transformations. Both, definite set constraints and proper programs, are used as approximations of logic programs. Definite set constraints can express the empty set of solutions (i.e., they can be inconsistent), whereas proper programs can not. Every definite set constraint in solved form can be transformed directly into an equivalent proper program. We do not see, however, how a direct transformation for the case of general (satisfiable) positive definite set constraints would be possible. One obstacle is, for example, the fact that $f(x) \subseteq f(y) \land \phi$ is generally not equivalent to $x \subseteq y \land \phi$. The question arises whether our algo-
algorithm (the first one) may replace theirs. This would be the case if every proper program could be transformed directly into an equivalent definite set constraint. It would be interesting (but not in the scope of this paper) to explore whether such a transformation exists. In [12] we prove the independence property for inclusion constraints over nonempty sets of trees (the constraints use no other set operators than the constructors; i.e., they consist of inclusions between Herbrand terms). There, we can give a polynomial entailment algorithm and thus show that the satisfiability problem for negative inclusion constraints over nonempty sets is polynomial. We did then not have the idea of solving the satisfiability problem over the standard interpretation domain of possibly empty sets by reducing it to an interpretation domain where the independence property holds. In this paper, we develop the techniques of the independence proof in [12] further in order to account for the intersection operator. In particular, in the proof of Lemma 1, we give an explicit construction of the lower bounds $p_2$ that refers to tree-paths $p$ and to the intersection of all upper bounds $\tau$ of the variable $x$ (i.e., terms $\tau$ such that $x \subseteq \tau$ occurs).

The only class of set constraints (over the standard interpretation domain of possibly empty sets) that has been considered previously for the incorporation of negation is the one where all Boolean set operators (intersection, union and complement) may be used. The techniques used for solving the corresponding satisfiability problem in the three approaches [17, 2, 10] (based on reductions to problems over automata, hypergraphs and the monadic class, respectively) are different from each other and are all incomparable with the technique presented in this paper.

2 Preliminaries

We define that set constraints with intersection are conjunctions of inclusions between terms built up with variables, constructors and intersection. The terms can be of arbitrary depth. For the sake of simplicity of presentation, however, we restrict ourselves to flat terms. In Section 4 we show that this restriction does not affect the generality and the complexity measure.

We assume given a ranked alphabet $\Sigma$ fixing the arity $n \geq 0$ of its function symbols $f, g, a, b, \ldots$ and infinite set $V$ of variables $x, y, z, u, v, w, \ldots$. We use $V(E)$ for the set of variables contained in the expression $E$. We use $t, s, \ldots$ as meta-variables for finite trees (i.e., ground terms), $\tau, \tau_1, \tau_2, \ldots$ for terms of depth $\leq 1$, $\theta, \theta_1, \theta_2$ for intersections of terms of depth $\leq 1$, and $\varphi$ for positive constraints and $\gamma$ for negative constraints (conjunctions of positive and negated inclusions).

\[
\begin{align*}
\tau & ::= \ x \mid f(u) \\
\theta & ::= \ \tau \cap \ldots \cap \tau_n \\
\varphi & ::= \ \theta_1 \sqcap \theta_2 \mid \varphi_1 \land \varphi_2 \\
\gamma & ::= \ \varphi \mid \theta_1 \sqcap \theta_2 \mid \gamma_1 \land \gamma_2
\end{align*}
\]

We write $\bar{u}$ for the tuple $(u_1, \ldots, u_n)$ of variables and $\bar{t}$ for the tuple $(t_1, \ldots, t_n)$ of trees, where $n \geq 0$ is given implicitly (e.g., in $x \subseteq f(\bar{u})$ by the arity of the function symbol $f$). We write $\bar{u} \subseteq \bar{v}$ for $\{u_1 \subseteq v_1, \ldots, u_n \subseteq v_n\}$. As is usual, we identify a conjunction of constraints with the set of all conjuncts.

We denote $\text{Terms}(\varphi)$ the set of all flat terms $\tau$ (i.e., terms without intersection) occurring in $\varphi$. We introduce a fresh variable $x_S$ for each set $S \subseteq \text{Terms}(\varphi)$. We call such a variable an intersection variable. If we use the notation $x_S$ we implicitly assume that $S \subseteq \text{Terms}(\varphi)$. The algorithm and the axioms in Table 1 do not refer to constraints $\varphi$ directly but to constraints $\varphi^R$ representing $\varphi$. The constraints $\varphi^R$ contain neither intersection nor variables from $\varphi$ (but only flat terms over intersection variables $x_S$).

**Definition 1 (representation)** The representation of a constraint $\varphi$ is the set $\varphi^R$ of inclusions of the form $x_S \subseteq x_{S'}$ which we obtain by first replacing in $\varphi$ maximal terms of the form $\tau_1 \cap \ldots \cap \tau_n$ by $x_{(\tau_1, \ldots, \tau_n)}$, and then replacing all remaining terms $\tau$ by $x_{(\tau)}$.

**Example 1** The representation of the constraint

\[
\begin{align*}
\varphi = \{ & u \subseteq a, \\
& f(u, v) \cap v \subseteq w, \\
& u \cap w \subseteq f(u, v) \}
\end{align*}
\]

is the constraint over intersection variables

\[
\begin{align*}
\varphi^R = \{ & x_{(u)} \subseteq x_{(a)}, \\
& x_{(f(u, v), v)} \subseteq x_{(w)}, \\
& x_{(u, w)} \subseteq x_{(f(u, v))} \}
\end{align*}
\]

The closed form of $\varphi$ (defined below) will then contain constraints like $a \subseteq x_{(a)}$ and $x_{(u, w)} \subseteq f(x_{(u)}, x_{(v)})$.

Our interpretation domain is the set of all sets of finite trees over the ranked alphabet $\Sigma$. A valuation is a mapping assigning sets of finite trees to variables. 
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1. the relation $\subseteq$ is reflexive and transitive
2. $x_S \subseteq x_{\tau}$ for $\tau \in S$
3. $f(x_{\{u_1\}}, \ldots, x_{\{u_n\}}) \subseteq x_{\{f(u_1, \ldots, u_n)\}}$
4. $x(f(u_1, \ldots, u_n)) \subseteq f(x_{u_1}, \ldots, x_{u_n})$
5. $f(x_{S_1}, \ldots, x_{S_n}) \subseteq x_S$
6. nonempty(\tau), $\tau \subseteq \tau' \rightarrow$ nonempty($\tau'$)
7. nonempty($U$) $\rightarrow$ nonempty($f(U)$)
8. nonempty($f(U)$), $f(U) \subseteq f(V) \rightarrow U \subseteq V$
9. nonempty(\tau), $\tau \subseteq f(U), \tau \subseteq g(U) \rightarrow$ false

Table 1. Axioms for positive constraints $\phi$ over intersection variables $x_S$ where $S \subseteq \text{Terms($\phi$)}$

Each valuation $\alpha$ can be extended in a canonical way to a mapping $\alpha$ from terms to sets of finite trees.

$\alpha(f(\tau_1, \ldots, \tau_n)) = \{f(t_1, \ldots, t_n) | t_i \in \alpha(\tau_i) \text{ for } i = 1, \ldots, n\}$

$\alpha(\tau_1 \cap \ldots \cap \tau_n) = \alpha(\tau_1) \cap \ldots \cap \alpha(\tau_n)$

Definition 2 (\cap-compatibility) We say that a valuation $\alpha$ is $\cap$-compatible if

$\alpha(x_S) = \bigcap_{\tau \in S} \alpha(\tau)$

for all intersection variables $x_S$.

A valuation $\alpha$ satisfies the constraint $\phi$ if for all conjunctions $\theta_1 \subseteq \theta_2$ in $\phi$ we have $\alpha(\theta_1) \subseteq \alpha(\theta_2)$. If $\phi$ is a constraint over intersection variables then $\alpha$ must also be $\cap$-compatible to satisfy $\phi$. We say that $\phi$ is satisfiable if it has a solution (i.e., a valuation satisfying $\phi$).

3 Satisfiability

Each axiom in Table 1 translates to a basic fact. Axiom 2: Each set contains its intersection with other sets. Axioms 3 and 4: The two representations of the set $f(U)$ that are possible in $\phi^R$ are equal. In particular, for $n = 0$, Axiom 3 yields $a \subseteq x_a$ for all constant symbols $a \in \Sigma$. Axiom 5: Given two inclusions, the intersection of the two smaller sets is smaller than the intersection of the two larger sets. Axioms 6 and 7 are used to infer the non-emptiness of terms. The expression nonempty($U$) in the hypothesis of Axiom 7 stands for the conjunction nonempty($U_1$) $\wedge$ $\ldots$ $\wedge$ nonempty($U_k$) where $k$ is the arity of the function symbol $f$ in the conclusion. We obtain the empty conjunction, i.e., true, in the special case where $k = 0$, i.e., $f$ is a constant symbol. This non-emptiness information is needed in the Axiom 8, the decomposition rule. Note that if one of the variables in $U$ is empty, then $f(U)$ is the empty set regardless of the other variables' values; then $f(U) \subseteq f(V)$ is satisfied, while $U \subseteq V$ may not be satisfied. Axiom 9: If each tree in some nonempty set starts with two different function symbols then the constraint is not satisfiable.

Proposition 1 The axioms in Table 1 are valid under all $\cap$-compatible interpretations over the domain of sets of trees.

$\Box$

We next define two notions of normal form for constraints $\phi$. The first one, $\phi^C$, is the outcome of the algorithm (applied on the representation of $\phi$), from which the second one, $\phi^S$, extracts the least solution (if a solution exists).

Definition 3 (closed form) The closed form $\phi^C$ of a constraint $\phi$ is the smallest set of constraints which contains $\phi^R$ and is closed under consequences of axioms in Table 1.

Definition 4 (solved form) The solved form $\phi^S$ of a constraint $\phi$ is the subset of $\phi^C$ of all inclusions $f(U) \subseteq x$ between a nonempty term and a variable, i.e.,

$\phi^S = \{f(U) \subseteq x \in \phi^C | \text{nonempty}(f(U)) \in \phi^C\}$.

The solved form $\phi^S$ is essentially a representation of a tree automaton, where variables correspond to states and constraints to transitions. It has a canonical solution $\alpha$, which is its least one; the value of the variables that do not occur in $\phi^S$ is the empty set, and the values of all others can be defined by the least fixed point solution of the corresponding regular system of equations

$x = \bigcup_{f(U) \subseteq x \in \phi^S} f(U)$

for each variable $x$ occurring in $\phi^S$.

Theorem 1 (satisfiability) A constraint $\phi$ is satisfiable if and only if its closed form $\phi^C$ does not contain false.
Proof. The “only if” direction is clear from Proposition 1. For the other direction, let \( \varphi^c \) be the solved form of \( \varphi \) and \( \alpha \) its least solution. We now prove that \( \alpha \) defines a solution of \( \varphi^C \) (Claim 1), that the denotation of the intersection variables is the expected one (Claim 2), and, finally, that we obtain a solution \( \beta \) of the constraint \( \varphi \) by setting \( \beta(u) = \alpha(x(u)) \) for all variables \( u \) that occur in \( \varphi \) (Claim 3). In the following we will say that a term \( \tau \) is nonempty if nonempty(\( \tau \)) \( \in \varphi^C \), otherwise we say that \( \tau \) is empty.

Claim 1 The valuation \( \alpha \) satisfies all constraints in \( \varphi^C \).

Proof. There are three possible forms of constraints in \( \varphi^C \) - \( \varphi^S \): \( x \subseteq \tau \) with empty variable \( x \), \( f(\bar{u}) \subseteq \tau \) with empty \( f(\bar{u}) \), and \( x \subseteq \tau \) with nonempty \( x \). In the first case, by Axiom 6, the variable \( x \) does not occur in \( \varphi^S \), so \( \alpha(x) = 0 \) and the constraint is trivially satisfied. In the second case, by Axiom 7, there is an empty variable \( u_i \) in \( \bar{u} \). From the previous case we know that \( \alpha(u_i) = 0 \), so \( \alpha(f(\bar{u})) = 0 \) and the constraint is satisfied. Below we show that \( \alpha \) satisfies all constraints of the third form, that is \( x \subseteq \tau \) with nonempty variable \( x \). Again there are three possibilities:

- \( \tau \) is a variable, say \( \tau = y \). Since \( x \subseteq y \subseteq \varphi^C \), we have that for any constraint \( \tau' \subseteq x \in \varphi^S \), by transitivity \( \tau' \subseteq y \subseteq \varphi^S \). By its definition, the valuation \( \alpha \) satisfies \( x \subseteq y \).

- \( \tau \) is a constant symbol, say \( \tau = a \). Since \( x \subseteq a \in \varphi^C \) and \( f(\bar{u}) \not
\in \varphi^C \), there are no constraints of the form \( f(\bar{u}) \subseteq x \in \varphi^C \) with nonempty \( f(\bar{u}) \) and \( f \) being a symbol different from \( a \) (otherwise, by Axioms 1 and 9, false \( \not
\in \varphi^C \)). Hence, no term with leading symbol different from \( a \) belongs to \( \alpha(x) \), and the valuation \( \alpha \) satisfies \( x \subseteq a \).

- \( \tau \) is a composed term, say \( \tau = f(x_1, \ldots, x_n) \). Take any tree \( t \in \alpha(x) \). If \( t \) is of the form \( g(t_1, \ldots, t_m) \), then there must be a constraint \( g(u_1, \ldots, u_m) \subseteq x \in \varphi^S \) such that \( g(\bar{u}) \) is nonempty and \( t_i \in \alpha(u_i) \) for all \( i \). Now, if \( g \not
= f \), then again false \( \not
\in \varphi^C \). Hence \( t = f(t_1, \ldots, t_n) \) and \( f(u_1, \ldots, u_n) \subseteq x \in \varphi^S \). Axiom 8 yields \( u_i \subseteq x \in \varphi^C \), and case \( \tau = y \) above implies \( t_i \in \alpha(x_i) \). It follows that \( t \in \alpha(f(x_1, \ldots, x_n)) \). Thus, the valuation \( \alpha \) satisfies \( x \subseteq f(x_1, \ldots, x_n) \). \( \Box \)

Claim 2 The valuation \( \alpha \) is \( \cap \)-compatible.

Proof. The inclusion \( \alpha(x(x_1,\ldots,x_n)) \subseteq \alpha(x(x_1)) \cap \ldots \cap \alpha(x(x_n)) \) follows directly from Axiom 2 and Claim 1.

For the other inclusion, we will prove that for any tree \( t \) and any two sets \( S, S' \subseteq \text{Terms}(\varphi) \), if \( t \in \alpha(x_S) \) and \( t \in \alpha(x_{S'}) \) then \( t \in \alpha(x_{S\cup S'}) \). Then the claim follows directly.

The proof goes by induction on the structure of \( t \). If \( t \) is a constant symbol, say \( t = a \), then by the definition of \( \alpha \), \( a \subseteq x_S \subseteq \varphi^S \) and \( a \subseteq x_{S'} \subseteq \varphi^S \). By Axiom 5, \( a \subseteq x_{S\cup S'} \subseteq \varphi^S \) and we are done.

Now let \( t = f(t_1, \ldots, t_n) \). By the definition of \( \alpha \), there exist constraints \( f(x_{S_1}, \ldots, x_{S_n}) \subseteq x_S \) and \( f(x_{S'_1}, \ldots, x_{S'_n}) \subseteq x_{S'} \) such that \( t_i \in \alpha(x_{S_i}) \) and \( t_i \in \alpha(x_{S'_i}) \) for \( i = 1, \ldots, n \). The induction hypothesis yields \( t_i \in \alpha(x_{S_i \cup S'_i}) \) for \( i = 1, \ldots, n \). Axiom 5 yields \( f(x_{S_1 \cup S'_1}, \ldots, x_{S_n \cup S'_n}) \subseteq x_S \cup x_{S'} \subseteq \varphi^C \). Since \( t_i \in \alpha(x_{S_i \cup S'_i}) \) for \( i = 1, \ldots, n \), we know that \( \alpha(x_{S \cup S'}) \neq \emptyset \). This implies nonempty(\( x_{S \cup S'} \)) \( \subseteq \varphi^C \) by the definition of \( \alpha \). Thus, Axiom 7 yields nonempty(\( f(x_{S_1 \cup S'_1}, \ldots, x_{S_n \cup S'_n}) \)) \( \subseteq \varphi^C \), and, therefore, \( f(x_{S_1 \cup S'_1}, \ldots, x_{S_n \cup S'_n}) \subseteq x_S \cup x_{S'} \subseteq \varphi^S \). Hence, by the definition of \( \alpha \), \( t = f(t_1, \ldots, t_n) \in \alpha(x_{S \cup S'}) \). This completes the induction step.

Claim 3 Let \( \beta \) be a valuation such that \( \beta(u) = \alpha(x(u)) \) for all variables \( u \) occurring in \( \varphi \). Then \( \beta \) is a solution of \( \varphi \).

Proof. By Axioms 3 and 4 we have \( \beta(f(u_1, \ldots, u_n)) = \alpha(x_{f(u_1, \ldots, u_n)}) \). By Claim 1, \( \beta \) satisfies all constraints \( \tau_1 \subseteq \tau_2 \subseteq \varphi \). By Claim 2, \( \beta \) satisfies all constraints of the form \( \tau \subseteq \tau_1 \cap \ldots \cap \tau_n \). This proves Claim 3 and completes the proof of Theorem 1. \( \Box \)

The solution \( \beta \) of \( \varphi \), which is induced by the least solution \( \beta(x(u)) = \alpha(x(u)) \), is the least solution of \( \varphi \). A variable \( u \) has the empty set as value under \( \beta \) if and only if \( x(u) \) does not occur in \( \varphi^S \).

4 Complexity

If the input constraint of size \( n \) contains nested expressions, we flatten it (in the standard way). We may hereby introduce new variables, but the total number of variables and the size of \( \text{Terms}(\varphi) \) remain linear in \( n \).

We define the algorithm by fixed point iteration. We start with the representation \( \varphi^R \) of \( \varphi \), as defined in Definition 1. At each iteration step, we add the direct consequences under the axioms in Table 1 of the set of constraints derived so far (we add \( x \subseteq x \) only if \( x \) occurs). When the fixed point is reached, the obtained set \( \varphi^C \) is the closed form of \( \varphi \), as defined in Definition 3. Hence, by Theorem 1, satisfiability is tested by checking if \( \varphi^C \) contains false. The solved form \( \varphi^S \) of
\( \varphi \), as defined in Definition 4, gives the explicit representation of the least solution of \( \varphi \).

**Upper bound.** How many iterations are possible before the fixed point is reached? For an input \( \varphi \) of size \( n \), the size of Terms(\( \varphi \)) is bounded by \( cn \) for some constant \( c \). Thus, we have to introduce \( 2^m \) intersection variables. The terms that occur in \( \varphi^c \) are either any of these variables, or flat terms built up from these variables and function symbols from \( \Sigma \). The number of such terms is bounded by \( |\Sigma| \cdot (2^m)^k \) where \( k \) is the maximal arity of a function symbol in \( \Sigma \). The constraints in the closed form of \( \varphi \) are either inclusions between pairs of terms, or non-emptiness constraints for terms. Hence there are at most \((|\Sigma|^2 + 1) \cdot (2^m)^k\) constraints. The number of iterations is bounded by the number of constraints in \( \varphi^c \).

How much time do we need in each iteration? The most costly operation is adding consequences of Axiom 5. This axiom involves \( 2k + 2 \) variables. Therefore, checking whether there are consequences under this axiom requires \( O((2^m)^{2k+2}) \) time. Hence, the whole algorithm can be done in \( O(2^{c \cdot n}) \) time, where the constant \( c' \) depends only on the ranked alphabet \( \Sigma \).

**Lower bound.** We prove the DEXPTIME-hardness of the satisfiability problem for set constraints with intersection by the reduction of the problem of the emptiness of the intersection of a sequence of tree automata, a known DEXPTIME-complete problem (see [15] and [38]).

Given a sequence of \( n \) bottom-up tree automata \( A_1, \ldots, A_n \), we introduce a fresh set variable \( q \) for each state \( q \) of each automaton. We assume wlog. that each tree automaton \( A_i \) has only one final state, which note \( q_{A_i} \). We simulate each transition rule of the form \( f(q_1, \ldots, q_n) \rightarrow q \) by a set constraint \( f(q_1, \ldots, q_n) \subseteq q \). It is easy to see that the intersection of the languages recognized by the automata is empty if and only if the conjunction of these constraints together with \( q_{A_1} \cap \ldots \cap q_{A_n} \subseteq a \cap b \) is satisfiable, where \( a \) and \( b \) are two different constant symbols.

The following complexity characterization is an immediate consequence of the analysis above.

**Theorem 2** The satisfiability problem for positive set constraints with intersection is DEXPTIME-complete.
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2'. \( x \subseteq x_S, x \subseteq x_S' \rightarrow x \subseteq x_{S \cup S'} \)

5'. \( x_S \subseteq f(x_S, \ldots, x_{S'}), x_S \subseteq f(x_{S_1}, \ldots, x_{S'_1}) \rightarrow x_S \subseteq f(x_{S \cup S_1}, \ldots, x_{S \cup S'_1}) \)

7'. \( \text{nonempty}(f(\bar{u})) \rightarrow \text{nonempty}(\bar{u}) \)

10. \( \tau \not\subseteq \tau' \rightarrow \text{nonempty}(\tau) \)

11. \( \text{nonempty}(x), \varphi, y \subseteq x \rightarrow \text{false} \) if \( x \not\subseteq_p y \) for \( p \neq \varepsilon \)

Table 2. Additional axioms for \( C_2 \)-closure of negative constraints \( \gamma \) over intersection variables \( x_S \) where \( S \subseteq \text{Terms(} \gamma \) \)

5 Entailment, independence, negation

The three notions that we consider in this section are closely connected with each other. A constraint system has the independence property if the constraints cannot express (i.e., entail) disjunctions. Formally, given the constraints \( \varphi \) and \( \varphi_1, \ldots, \varphi_n \), the implication \( \varphi \rightarrow \varphi_1 \lor \ldots \lor \varphi_n \) is valid if one of the \( n \) implications \( \varphi \rightarrow \varphi_1, \ldots, \varphi \rightarrow \varphi_n \) is valid. An equivalent formulation of the property states that the satisfiability problem of a conjunction with any number of negated constraints can be reduced to “independent” sub-problems with exactly one negated constraint. Namely, the conjunction \( \varphi \land \neg \varphi_1 \land \ldots \land \neg \varphi_n \) is satisfiable if the conjunctions \( \varphi \land \neg \varphi_1, \ldots, \varphi \land \neg \varphi_n \) are satisfiable. As a direct algorithmic consequence, the satisfiability problem of the conjunction of \( \varphi \) with \( n \) negated constraints can be reduced to \( n \) entailment problems (i.e., the dual of the validity of the \( n \) implications \( \varphi \rightarrow \varphi_1, \ldots, \varphi \rightarrow \varphi_n \)).

From now on we assume that the constructor alphabet is infinite. Our approximation of the upper bound in Theorem 5 requires that the maximal arity of function symbols occurring in the constraint is bounded by a constant.

The formulation of the next results requires a series of technical definitions.

---

3The results in [10] might suggest that the problem becomes trivial under this assumption. This is not the case: The constraint \( x \subseteq a, y_1 \subseteq f(x), y_2 \subseteq f(x), y_1 \not\subseteq \emptyset, y_2 \not\subseteq y_1 \) is not satisfiable, while the corresponding monadic formula has a model.
The $C_3$-closed form $\gamma_{C_3}$ of a constraint $\gamma$ is the smallest set of constraints which contains $\gamma_{ne}$ and is closed under consequences of Axioms 1-5 in Table 1, Axioms 2' and 5' in Table 2, and Axioms 12 and 13 in Table 3.

The next lemma, which employs the notions of closed forms defined above, expresses a necessary condition for the entailment of a constraint $x \subseteq y$.

Lemma 1 Let $\varphi$ be a positive constraint. If $\text{false} \notin \varphi^{C_3}$ then there exists a valuation $\alpha$ mapping variables in $\var{\varphi_{ne}^{C_3}}$ to nonempty sets of trees that satisfies

$$\varphi_{ne}^{C_3} \land \bigwedge_{x \subseteq y} x \not\subseteq y.$$  

Proof. Since $\varphi^{C_3}$ is closed under Axiom 11 in Table 2, the set $\{p \mid \exists y \ x \subseteq p \ y\}$ is finite for each nonempty variable $x$. For each such pair $(x, p)$ we define a tree $t^p_x$. If $x \subseteq_p y$ and $y \subseteq t \in \varphi^{C_3}$ for some tree $t$ then we set $t^p_x = t$. Otherwise we define $t^p_x$ by induction on the length of $p$, starting from the longest and then proceeding to shorter paths.

Let $p$ be a maximal path such that $x \subseteq_p y$ and $y \subseteq t \notin \varphi^{C_3}$ for any tree $t$. Let $a_1$ be a fresh constant symbol (here we use the assumption that $\Sigma$ is infinite) and put $t^p_1 = a_1$.

Now suppose $t^p_i$ is defined for all paths $p$ of length $n$, and we define it for paths of length $n - 1$. Let $x \subseteq_p y$, and let $f(u)$ be the minimal upper bound of $x$. Then, for $i = 1, \ldots, n$ where $n = \text{arity}(f)$, we have $x \subseteq_{p,i} u_i$ and $t^{p,i}$ is already defined. We put $t^p_i = f(t^{p,1}, \ldots, t^{p,i-1})$.

We define a lower bound completion $\varphi^{bc}$ of $\varphi$ as $\varphi^{bc} \cup \{t^{p_x} \subseteq y \mid x \subseteq_p y\}$. By construction $\varphi^{bc}$ is closed under all axioms relevant for $C_3$-completeness, except transitivity.

We define $\alpha$ as the least solution of the system of equations

$$x = \bigcup_{f(u) \subseteq x \in \varphi^{C_3}} t, \quad f(t^{p_x} \subseteq \varphi^{bc}) \subseteq x \subseteq \varphi^{bc}.$$  

We note the following facts:

- If there exists a tree $t$ such that $x \subseteq t \in \varphi^{C_3}$, then $\alpha(x) = \{t\}$; otherwise, $t^p_x$ does not occur in $\varphi^{C_3}$.

- If $t^p_x$ does not occur in $\varphi^{C_3}$, then it occurs only once in $\varphi^{bc}$.

This is because $t^p_x \neq t_x'$ for $(p, x) \neq (p', x')$.

- The valuation $\alpha$ satisfies $\varphi_{ne}^{C_3}$.

The proof is analogous to the proof of Theorem 1 (Claims 1 and 2).
• \( t^p \in \alpha(x) \) iff \( y \subseteq z \in \varphi^{C_2} \) where \( x \preceq_p y \).
  The proof goes by induction on the structure of \( t^p \).
• The valuation \( \alpha \) satisfies \( \land_{z \subseteq y \in \varphi^{C_2}}.x \not\subseteq y \).
  This follows from the fact that \( t^p \in \alpha(y) \) iff \( x \subseteq y \in \varphi^{C_2} \).

This summarizes the proof of Lemma 1.

Example 2 The lower bound completion \( \varphi^{bc} \) of the constraint

\[
\varphi = \{ x \subseteq g(u, v), u \subseteq f(z), \\
v \subseteq f(x), f(x) \subseteq z, \\
g(u, u) \subseteq y \}
\]

contains the constraints

\[
a_1^{1,1} \subseteq x_{(1)}, a_1^{1,2} \subseteq x_{(2)}, \\
f(a_1^{1,1}) \subseteq x_{(1)}, f(a_1^{1,2}) \subseteq x_{(2)}, \\
g(f(a_1^{1,1}), f(a_1^{1,2})) \subseteq x_{(1)}.
\]

Moreover, we have that

\[
\alpha(x_{(1)}) = \{ g(f(a_1^{1,1}), f(a_1^{1,2})) \}, \\
\alpha(x_{(2)}) \supset \{ f(a_1^{1,1}) \}, \\
\alpha(x_{(2)}) \supset \{ f(a_1^{1,2}) \}, \\
\alpha(x_{(1)}) \supset \{ f^n(a_1^{1,1}), f^n(a_1^{1,2}) \mid n \in \mathbb{N} \}, \\
\alpha(x_{(2)}) \supset \{ g(f(a_1^{1,1}), f(a_1^{1,2})) \}.
\]

In the following characterization of the satisfiability of negative constraints \( \gamma \) is based on a decomposition of \( \gamma \) and the independence property. Together
with Theorem 3 it yields a satisfiability test for \( \gamma \).

Theorem 5 (negation) Given the constraint

\[
\gamma = \varphi \cup \bigcup_i \{ n \in S_i \subseteq S_i' \},
\]

we set \( \mathcal{N}(\gamma) = \{ v \in \mathcal{V}(\gamma) \mid \text{nonempty}(x_{(v)}) \in \gamma^{C_2} \} \) and

\[
\varphi_{\neq} = \{ \theta \subseteq \theta' \in \varphi \mid \mathcal{V}(\gamma) \subseteq \mathcal{N}(\gamma) \}.
\]

Then \( \gamma \) is satisfiable if and only if

\[
\varphi_{\neq} \not\models \bigcap_i \{ n \in S_i \subseteq S_i' \}
\]
for all \( i \) such that \( x_{S_i} \) is nonempty in \( \gamma^{C_2} \).

Proof. The “only if” direction of the proof is obvious. For the “if” direction, suppose \( \varphi_{\neq} \not\models \bigcap_i \{ n \in S_i \subseteq S_i' \} \) for all \( i \). By the independence theorem,

\[
\gamma_{\neq} = \varphi_{\neq} \cup \bigcup_i \{ n \in S_i \subseteq S_i' \}
\]

is satisfiable over the domain of nonempty sets. If \( \beta \) is a solution of this constraint, we update it to a solution of \( \gamma \) (over the original interpretation domain) by putting \( \beta(v) = \emptyset \) for all \( v \in \mathcal{V}(\gamma) \) - \( \mathcal{N}(\gamma) \).

Theorem 6 The satisfiability problem for negative set constraints with intersection is DEXPTIME-complete.

Proof. We apply the complexity analysis of Section 4 to the new sets of axioms.

Proof. By the validity of our axioms, false \( \not\models (\varphi')^{C_2} \).
Using Lemma 1, the proof then follows the one of Claim 3 of Theorem 1.

We formulate the independence property as the independence of negated conjuncts in a constraint \( \gamma \).

Theorem 4 (independence) If the positive constraint \( \varphi \) is satisfiable over \( \mathcal{P}^+(T_\Sigma) \), then the constraint

\[
\varphi \cup \bigcup_i \{ n \in S_i \subseteq S_i' \}
\]
is satisfiable over \( \mathcal{P}^+(T_\Sigma) \) if and only if each constraint

\[
\varphi \cup \{ n \in S_i \subseteq S_i' \}
\]
is satisfiable over \( \mathcal{P}^+(T_\Sigma) \) for every \( i \).

Proof. If \( \varphi \cup \{ n \in S_i \subseteq S_i' \} \) is satisfiable for all \( i \), then,
by Theorem 3, \( x_{S_i} \subseteq x_{S_i'} \not\models (\varphi')^{C_2} \). By Lemma 1, there exists a valuation \( \alpha \) for which the corresponding valuation (defined as in Claim 3 of Theorem 1) satisfies

\[
\varphi \cup \bigcup_i \{ n \in S_i \subseteq S_i' \}.
\]

We here write “\( \supset \)” because there are more lower bounds for these variables. Note that we have to use two different constants to obtain \( t^p \not\models \alpha(x_{(v)}) \).

We need the notions of entailment and independence for constraints over the domain of nonempty sets for the satisfiability test on negative constraints over the domain of possibly empty sets.

Definition 8 (entailment \( \models^+ \) over \( \mathcal{P}^+(T_\Sigma) \))
Given two positive constraints \( \varphi \) and \( \varphi' \), we write \( \varphi \models^+ \varphi' \) if every valuation over the domain \( \mathcal{P}^+(T_\Sigma) \) of nonempty sets of trees that satisfies \( \varphi \) also satisfies \( \varphi' \).

From now on, we use the metavariables \( S \) and \( S' \) referring to sets of terms of the given constraint. Thus, \( \bigcap S \) is another notation for a term \( \theta \).

The next result yields an algorithm for testing entailment.

Theorem 3 (entailment) If the positive constraint \( \varphi \) is satisfiable over the domain \( \mathcal{P}^+(T_\Sigma) \), and if we set \( \varphi' = \varphi \cup \{ \text{nonempty}(x) \mid x \in \mathcal{V}(\varphi) \} \), then

\[
\varphi \models^+ \bigcap S \subseteq \bigcap S' \text{ if and only if } \varphi \in (\varphi')^{C_2}.
\]
6  Definite set constraints

In this section we show that set constraints with intersection are equivalent in expressive power with definite set constraints and that both classes are linearly inter reducible.

We need to introduce the set operation of projection. The projection $f_{(i)}^{-1}(S)$ of a set $S$ on the $i$-th position with respect to the constructor symbol $f$ is the set of all subtrees of those trees in $S$ that are labeled with $f$.

$$f_{(i)}^{-1}(S) = \{ t_i \mid f(t_1, \ldots, t_i, \ldots, t_n) \in S \}$$

Definite set constraints are conjunctions of inclusions of the form $exp_1 \subseteq exp_2$, where the left-hand side $exp_1$ is built up using set variables, constants, function applications, projections, set union and intersection, while the right-hand side $exp_2$ is built up using set variables, constants and function applications only.\(^4\)

To definite constraints. Constraints that are in the language of set constraints with intersection and not in the language of definite set constraints contain an inclusion with intersection on its right-hand side. Nested occurrences of intersection may be replaced by the introduction of new variables. Unnest occurrences of intersection on the right-hand side of an inclusion may be removed according to the rule $exp \subseteq exp \cap exp$ iff $exp \subseteq exp_1$ and $exp \subseteq exp_2$.

From definite constraints. We have to remove all occurrences of unions and projections on the left-hand sides of inclusions. Removing unions on the left-hand side is analogous to removing intersections on the right-hand side. The remaining problem is to remove projections. Again, nested occurrences of projection may be replaced by the introduction of new variables. We remove unnested occurrences of projection using the equivalence

$$f_{(i)}^{-1}(X) \subseteq Y \text{ iff } X \cap f(T, \ldots, T) \subseteq f(T, \ldots, Y, \ldots T)$$

where $Y$ occurs on the $i$-th position of the term $f(T, \ldots, Y, \ldots T)$. Here, $T$ denotes the set of all terms. The symbol $T$ is not in the signature, but it is sufficient to add the conjunction of the inclusions $f(T, \ldots, T) \subseteq T$ and $x \subseteq T$ for each function symbol $f \in \Sigma$ and each variable $x$ that occurs in the constraint.

The following characterization follows from the above reductions and Theorem 1. It continues to hold for negative definite set constraints.

\(^4\)In \cite{tata, sab} the relation $\supset$ is used instead of $\subseteq$ and left-hand and right-hand sides are interchanged.

Theorem 7 The satisfiability problem for definite set constraints is DEXPTIME-complete.

7  Conclusion

We have singled out a class of set constraints by a simple condition on the syntax. We have given an algorithm, in a concise representation, which performs the satisfiability test in exponential time. The algorithm computes which variables denote the empty set in the least solution and presents the least solution as a tree automaton, which is important for its use in program analysis. We have proved the DEXPTIME-completeness of the satisfiability problem and thus given the first such complexity characterization for a general class of set constraints (i.e., over a general ranked alphabet). We have shown the equivalence between this class and the class of definite set constraints regarding expressiveness and complexity. We could thus settle the complexity question of that class. We have then incorporated negation into our class and have shown that the complexity of the satisfiability problem remains the same. We have built on previous work of ours to prove the independence property for our class of set constraints if the empty set is excluded as a value.

We give an entailment algorithm which works under the same condition. Starting from a simple observation, we have shown how one can reduce the original satisfiability problem to one where we can exploit the independence property and the entailment algorithm.

This work fits into a more general line of research. The satisfiability problem for several classes of set constraints is NEXPTIME-complete \cite{dantzig, sam, sam2, sam3}. The question arises for which natural and useful subclasses faster algorithms testing satisfiability exist. Aiken, Kozen, Vardi, and Wimmers \cite{AINST} give a detailed analysis of the complexity of subclasses of positive set constraints which are obtained by restricting the ranked alphabet of constructor symbols (for example, positive set constraints over unary trees have a DEXPTIME-complete satisfiability problem). It is folklore that the problem can be solved in cubic time for atomic set constraints, which are positive set constraints without any set operation. It is trivial to see that the algorithm presented in this paper can be modified and combined with the polynomial entailment algorithm in \cite{AINST} to yield a polynomial satisfiability test for negative atomic set constraints. Still nothing (except DEXPTIME-hardness) is known about set constraints with union. The problem is not dual to the one for set constraints with intersection (for example, even over the domain of nonempty sets of trees $f(\bar{x}) \subseteq f(\bar{y}) \cup f(\bar{z})$ is not equivalent to $\bar{x} \subseteq \bar{y} \cup \bar{z}$).
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