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Last Lecture:
o LSC intuition
o LSC abstract syntax

This Lecture:

o Educational Objectives: Capabilities for following tasks/questions.
e What does this LSC mean?
o Are this UML model’s state machines consistent with the interactions?
o Please provide a UML model which is consistent with this LSC.

o What is: activation, hot/cold condition, pre-chart, etc.?

e Content:
o Symbolic Biichi Automata (TBA) and its (accepted) language.
e Words of a model.

o LSC formal semantics.
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Excursus. Symbalic Biichi Automata (over Sgnaure)

Symbadli ¢ Blchi Automata

— 19 — 2014-01-29 — Stba

-

Definition. A Symbolic Biichi Automaton (TBA) is a tuple

B = (EZEp’I”B(X), Xv Qv Qinis = QF)

where

o X is a set of logical variables,

Ezpri(X) is a set of Boolean expressions over X,

Q@ is a finite set of states,

Gini € @ is the initial state,

— C @ x Ezprg(X) x Q is the transition relation.

Transitions (g,,q’) from ¢ to ¢’ are labelled with an
expression ) € Expry(X).

o Qr C Q is the set of fair (or accepting) states.

~
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TBA Example | (Bzprp(X), X, Q, gini, —, Qr), (¢,%,¢") €—, |

N -
@)ﬁa(my) &_ g‘hrwﬁ“{

a(z,y) Z"’{=2’l
b(z, —expr =
@D ) S
=1%Y,

b(.ZL'7y) A ETPT EXP(O()' a()(,' )Q)IC%/’qu‘/m

@%ﬁ(c(y,x)\/e(y,z)) .__>={(’,” m[x,g), ;,), )2

c(y, =) Ne(y, z)

d(y,2) A —f(y,2) (34 )~(dy.2) v f(y,2))
[y, ) A =d(y, 2)

6,/' 65

Word
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Definition. Let X be a set of logical variables and let Exprgz(X)
be a set of Boolean expressions over X.

A set (X, |=. -) is called an alphabet for Exprgz(X) if and only if

for each o € ¥,
for each expression expr € Ezprg, and

for each valuation 8 : X — 2(X) of logical variables to do-
main 2(X),

either o |=3 expr or o [~ expr.

An infinite sequence

w = (03)ien, € 2%

over (X, |=. ) is called word for Ezprz(X).

7/65



Word Example
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W= (q‘. (1,2)P 0, (24)1.
bi -

\@3 @y

a(z,y)
p b(z,y) N —expr @93 bz, y) 03:

b(z,y) N\ expr

(@)D ety ) v ey, 2))

c(y,x) Ne(y, z)

JL: )’

d(y,z) A= f(y,x) qa) )—(d(y,2) V f(y,x))
fy;x) A =d(y, 2)

_'d(yv Z)

Run o TBA over Word
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/
Definition. Let B = (Exzprg(X), X, Q, ¢ini, —, Qr) be a TBA
and

w=01,02,03,...
a word for Ezprg(X).
/
An infinite sequence / states !
72

0=qo,q1,q2,-.- € Q"

is called run of B over w under valuation 3 : X — 2(X)
if and only if

qo = Gini,

for each i € Ny there is a transition (q;, ¥, giy1) €—
of B such that o; =3 ;.

\_ )

\

865
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Run Example | 0=0,q1,q2,.-- € Q“ s.t. 0; |Fg i, i € No.

)
N ' gkal.y)
. 7
@ a(%y) %1 qka&ly)
a(z,y) q
b(z,y) N —expr Yo : 63 F blay) » 7exps
- (@)D ~b.) b
b(z,y) N\ expr 7, ¥

d(y,2) A= f(y,z) Q@D ~(d(y,z) v f(y,2))

(@)D ety ) v ey, 2))

oy, 2) A ey, 2)

[y, ) A —d(y, 2)

The

Language of a TBA
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7

\

Definition.
We say B accepts word w (under 3) if and only if B has a run

0= (Qi)ie]No

over w such that fair (or accepting) states are visited infinitely
often by g, i.e., such that

Vi€N03j>iZQjEQF.

We call the set Lg(B) C ¢ of words for Exprz(X) that are
accepted by B the language of B.

10/65
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Languagp of the Example TBA

L3(B) consists of the words

w = (0;)ie

wherefor0 <n<m<k

for0<i<mn, o;
On
forn<i<m,o;
Om

form<i<k, o;

Ok
2 fork <i<{, o,
Course Map
CD, SM ¢ € OCL
| 0
[l
' =(T,6,V, atr), SM expr
0 U
M = (32, Ay, —su) A
O
0
consg,Sndo)
™= (0’0,80) (— uf d—> (0’1,51)"‘
O
G=(N,E,f)
O
& OD

.\

@DD —a(z,y)

a(z,y)

-

No

< ¢ we have

b(z,y) A
N G e

b(z,y) N\ expr

(@)D ~(elw,2) v ely, 2))

c(y,x) Ne(y, 2)

=(d(y,2) V f(y,))
[y, ) A —~d(y, 2)
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= (Qsp,q0,As,—sp, Fsp)
(L)

wr = ((03, cons;, Snd;)); e
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Backto Main Track Language of a Model

Words over Sgnaure
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Definition. Let ¥ = (J,%,V, atr,&) be a signature and 2 a
structure of .. A word over .% and Z is an infinite sequence

(04, cons;, Snd;)ien,

c (22 « 92(€)x Evs(8,2)xD(6) 2@(%)xEvs(g,@)x@(<g))“"

1465
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The Languagp of a Model
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Recall: A UML model M = (62, %4 ,02) and a structure & denotes a

set [M] of (initial and consecutive) computations of the form

a; = (cons;, Snd;, u;)

For the connection between models and interactions, we disregard the config-

(00,60) a—0> (0’1,61) a—1> (02,62) a—2> ... where

=A

uration of the ether and who made the step, and define as follows:

7

Definition. Let M = (€9, %S4 ,02) be a UML model and 2 a
structure. Then
L(M) := {(0y, cons;, Sndy)ien, € (22 x A)* |

\ (consg,Sndo)
o) S0 e,

3 (€4, us)ien, (00,
)

is the language of M.

N

% (01,€1) - € [M]}

Example: The Language of a Model
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L(M) = {(0s, consi, Sndy)ien, € (2 x A) |

,Snd
3 (&4, ui)ien, : (00,€0) (w7ls(;—n0)> (01,€1) -+ € [M]}
0

€ 22(€)xBvs(8,2)xD(€)  9P(€)xEvs(£,.2)x2(€) g ().
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Sgnd andAttribute Expressons
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Let ¥ = (,%,V, atr, &) be a signature and X a set of logical variables,

The signal and attribute expressions Ezpr (&, X) are defined by the
grammar:

¥ = true | expr | EL | Ef,y | 2 [ 1V aha,

where ezpr : Bool € Expro,, E € &, z,y € X.

Y

18/65

Saisfaction o Sgnd andAttribute Expressons
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Let (o, cons, Snd) € 2% x A be a triple
consisting of system state, consume set, and send set.

Let 5: X — D(%F) be a valuation of the logical variables.

Then
(0, cons, Snd) =3 true
(o, cons, Snd) =5 = if and only if not (o, cons, Snd) =g
(0, cons, Snd) =g 11 V 19 if and only if
(0, cons, Snd) =3 Y1 or (o, cons, Snd) =g 2
(0, cons, Snd) =5 expr if and only if ITexpr](c,3) =1

(0, cons, Snd) =g EL , if and only if 3d'e (3(z), (E,d),
(0, cons, Snd) =3 E;y if and only if 3d e (8(z), (E,d),

Observation: semantics of models keeps track of sender and receiver at
sending and consumption time. We disregard the event identity.

Alternative: keep track of event identities. 19,
65



TBA over Sgnaure
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TBA over Sgnature Examp

Definition. A TBA

B = (EQUPTB(X)»X7 Q7Qim'7_)7QF)

Ezxpr (&, X) over signature .7 is called TBA over ..

where Ezprg(X) is the set of signal and attribute expressions

o Any word over . and Z is then a word for B.

(By the satisfaction relation defined on the previous slide; 2(X)

o Thus a TBA over . accepts words of models with signature .%.

(By the previous definition of TBA.)

= 9(%).)

20/65
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(o, cons, Snd) =g expr iff ITexpr](c,B) = 1;
(0, cons, Snd) =g B, iff (B(x), (E,d), B(y)) € Snd

z,Y

-

E! y N\ —expr R
@D-=.

E;y N expr

@)D-(F. v 6

Fyuw NGz

(o5, 563, ),

(o, 8, 5€}) , «— Clacle g
: here
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Course Map
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CD, SM ¢ € OCL CD, SD s

R L

S =(9,6,V,atr), SM expr ., 8D
B ,Drr{ %
M= (3%2,As,—sum) B = (Qsp,q0, Az, —sp, Fsp)

|

O

[

(consp,Sndy)
_

(o1,€1) -+ <> wr = ((03, cons;, Sndy;)) ;e

*1,\/\9\:‘; 0

G=(N,E,f)
oD
Live Sequence Charts Semartics
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TBA-based Semantics of LSCs
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Plan:
Given an LSC L with body

(I1,(%,=X),~,%, Msg, Cond, Loclnv),

construct a TBA By, and

define £L(L) in terms of L(By),
in particular taking activation condition and activation mode into
account.

Then M |= L (universal) if and only if £L(M) C L(L). ‘;f&:%’ /

{‘:\

25/65

Reall : I ntuitive Semantics

— 19 — 2014-01-29 — Slscsem —

(i) Strictly After:

a 'Y
a
4;—>b .

(i) Simultaneously: (simultaneous region)

a l l b _l c J

ETPT ‘ ‘

I I

(iii) Explicitly Unordered: (co-region)

Intuition: A computation path violates an LSC if the occurrence of some events

doesn't adhere to the partial order obtained as the transitive closure of (i) to (iii). 26755
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Formal LSC Semantics: I1t’sin the Cuts!
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Examples. Semantics? /Cuz.‘

_-——

s

sz

hny \,1 B {\\
i /
_———_—— +———— H-+ -

Definition.
Let (I, (%, X),~, %, Msg, Cond, Loclnv) be an LSC body.

A non-empty set () £ C' C & is called a cut of the LSC body iff
e it is downward closed, i.e.
VLI :1"eCANI=I = 1eC,
e it is closed under simultaneity, i.e.
Vi,I':I'e CANl~1 = 1€C, and
e it comprises at least one location per instance line, i.e.

VieldleC:i=i.

least one of its maximal elements is hot, i.e. if

NeC:0()=hot \Bl' eC: 1<V

Otherwise, C' is called cold, denoted by 6(C) = cold.

\_

A cut C is called hot, denoted by §(C) = hot, if and only if at

~

J

27 /65
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Examples. Cut or Not Cut? Hot/Cold?
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(i) non-empty set ) £ C C &,

(ii) downward closed, i.e.
VILI:I'eCANI=RTI = 1leC

(iii) closed under simultaneity, i.e.
Vi, :I'eCANI~T = el

(iv) at least one location per instance line, i.e.
VieldleC:i=i1,

o Cy=

Ci={l,0l20,130}
Cy=A{l11,l21,l30}

C3 ={li0,l11}
Ci={l10,l1,1,120,130} old
Cs = {l1,0,01,1,12,0, 12,1, 13,0}

Co =L \{lis a3}

Cr=%

29/65

A Swceesor Relation onCuts
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The partial order of (£, <) and the simultaneity relation "~
successor relation on cuts of £ as follows:

e )

Definition. Let C,C’ C Z bet cuts of an LSC body with locations
(&, <) and messages Msg.
C" is called direct successor of C' via fired-set I, denoted by
C ~p C', if and only if

« F A0,

e C'\C=F,

o for each message reception in F, the corresponding sending is

already in C,

induce a direct

V(,E,l'YeMsg:l' e F = 1€ C, and

o locations in F', that lie on the same instance line, are pairwise
unordered, i.e.

VILUEF: 14U A=y = LZUAU 21

k / 30/65




Properties of the Fired-set
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C ~p C'if and only if
o F 40,
e C'\C=F,
o V(,E,l')EMsg:l' e F = 1€, and

o VLU EF 1AV Ny =ip = LZUANI 21

o Note: F'is closed under simultaneity.

o Note: locations in I are direct <-successors of locations in C, i.e.

Ve FIleC:I<UANB"eC:I' <" <1

Suwccessor Cut Examples

— 19 — 2014-01-29 — Slscsem —

@iy F#£0, (i)C'\C=F,
(i) V{,E,I')eMsg: ' e F — 1€ C, and
(V) VLU e F:lAU Ny =ip = LAV A

31/65
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|dea: Accept Timed Words by Advancing the Cut
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Let w = (o9, consg, Sndy), (01, consy, Sndy), (02, conss, Snds), . . .
be a word of a UML model and 3 a valuation of I U {self}.

Intuitively (and for now disregarding cold conditions),

an LSC body (I, (%, <), ~, ¥, Msg, Cond, LocInv)
is supposed to accept w if and only if there exists a sequence

CO My Cl My 02 MU E, Cn

and indices 0 = 49 < 47 < - -+ < i, such that for all 0 < j < n,

forall ij <k <'iji1, (ok, consy, Sndy), B

satisfies the hold condition of Cj,

(0, cons;;, Sndy;), B

satisfies the transition condition of Fj,
C,, is cold,

for all i,, < k, (o, cons;;, Snd;;), B
satisfies the hold condition of C,,.

Languagp of LSC Body

— 19 — 2014-01-29 — Slscsem

The

language of the body

(I,(%,=),~,, Msg, Cond, Loclnv)

of LSC L is the language of the TBA

BL - (ExpTE(X)v X7 Q7 Qiniy QF)

with

Ezpri(X) = Expr (<, X)

| I

|
53/65

Q is the set of cuts of (&, <), qin; is the instance heads cut,
F={Ce€Q|6(C)=cold} is the set of cold cuts of (&£, <),

— as defined in the following, consisting of

loops (q,%,q),

progress transitions (g, 1, q’) corresponding to ¢ ~> ¢’, and

legal exits (q,v, %).

~

3465



Languagp of LSC Body: | ntuition

Br, = (Bzprg(X), X, Q, Gini, —, Qr) with

Exprg(X) = Expr o, (7, X)

Q is the set of cuts of (£, <), gini is the instance heads cut,
F={Ce€Q|06(C) = cold} is the set of cold cuts,

e — consists of

o loops (¢, %, ),
o progress transitions (q,,q’) corresponding to ¢ ~r ¢, and

e legal exits (q,%,%).

’ Oy ‘ ’ : Cy ‘ ’ : O3
“what allows us to T
stay at this cut” !
! —A |
R “what allows us to “characterisation “Lrzo B c i
¥ o of firedset F,,” >3 \
T i T
2 | o |
: g —
& : ] |
‘ :
v

Sep I: Only Messages

— 19 — 2014-01-29 — Slscsem —
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Same Helper Functions

Message-expressions of a location:
! ?
E) :=1{E; ;, | (ILEl') € Msg} U{E;, ; | (I, E,l) € Msg},

(2

Eh 1)) = E1) U+ UEL).
! ? ! ?
\/V) = true; \/{Eliu’im, o Py g = \/ Ejijhm\/\/ Fjiinn

1<j<k k<j
Lo J[ e J[:a ]
T
4 |
|
o 4>\ |
7 v=0 }
Tt B c
| x>3
2 I
& |
‘ A — !
& /\/E//<
S : 1 |
< e I I
& | | |
[ 37/65
__Loops o e 1 ]
(‘ll,o T o 30
How long may we legally stay at a cut ¢7 "*IA\. |
-———= 1,1 L
. w=0 Tl
Intuition: those (¢, cons;, Snd;) are "~ ———- oA N0 e
allowed to fire the self-loop (g, ), q) where ’“/GQTL
|
cons; U Snd; comprises only irrelevant messages: nap - Slea S
weak mode: e i -
no message from a direct successor cut is in,
strict mode:
no message occurring in the LSC is in,
sigma_i satisfies the local invariants active at g ‘
And nothing else.
Formally: Let F:=FU---UF,
be the union of the firedsets of q.
I
3 v ==\ E(F))
o N———
2“ =true if F=0
8

3865



Progress |

When do we move from ¢ to ¢'?

Intuition: those (o, cons;, Snd;) fire the nTl
progress transition (g, 1, q’) for which there
exists a firedset I such that ¢ ~r ¢’ and

cons; U Snd; comprises exactly the messages that
distinguish F' from other firedsets of ¢ (weak mode), *'
and in addition no message occurring in the LSC is

in cons; U Snd; (strict mode),

’sigma_i satisfies the local invariants and conditions relevant at q

Formally: Let F,Fy,..., F,
be the firedsets of ¢ and let ¢ ~F ¢’ (unique).

Y= ANEF)AN=(V(EF)U---UE(F)) \ E(F))

— 19 — 2014-01-29 — Slscsem —
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Sep Il: CondtionsandLocal Invariants
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Samne More Helper Functions

Constraints relevant at cut ¢:
Yo(q) ={v |3l eql ¢q|(1,v,0,I') € Loclnv Vv (I',1,8,1) € Loclnv},
V(@) = ¥not(q) U teota(q)
N0 = false;  N{n,.... 0} = N\

1<i<n
o e ]
I
|
0* }
7 v=0 p }
***** B c
1 - 3
1Y |
; D |
S : I |
3 : |
S | | |
[ 41/65
Loops with Conditions e |[ e ][ e |
> \‘ll,l) T o 30
How long may we legally stay at a cut ¢7 "*IA\. |
s== == 1,1 L |
.. 7 v=0 2.1
Intuition: those (¢, cons;, Snd;) are "~ ———- A Aneg o \\52,20 il
allowed to fire the self-loop (g, %, q) where *‘/@g}L
|
cons; U Snd; comprises only irrelevant messages: Jovap \“12,3 | lss
weak mode: e i ;
no message from a direct successor cut is in,

— 19 — 2014-01-29 — Slscsem —

strict mode:
no message occurring in the LSC is in,

o; satisfies the local invariants active at ¢
And nothing else.

Formally: Let F:=FU---UF,
be the union of the firedsets of q.

v ==\ EE) AN ()
=true if F=0

42/65



Even More Helper Functions
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Constraints relevant when moving from ¢ to cut ¢’:

Yo(a,q4") = {4 | 3L C L | (L,4,0) € Cond AL (¢ \ q) # 0}

Ue(q)
\{v|3led \ql €ZL|(,o,erpr,0,l') € Loclnv V (I', expr,,0,1) € Loclnv}
U{y|3led \ql € 2| (e, expr,0,l') € Loclnv V (I', expr,0,e,1) € Loclnv}

¥(q,q") = not(q,4") Utbeod (¢, q')

,,,,,

4365

Progresswith Condtions |
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When do we move from ¢ to ¢'?

Intuition: those (o, cons;, Snd;) fire the ezl
progress transition (g, %, q’) for which there
exists a firedset I such that ¢ ~r ¢’ and

cons; U Snd; comprises exactly the messages that
distinguish F' from other firedsets of ¢ (weak mode),
and in addition no message occurring in the LSC is

in cons; U Snd; (strict mode),

o0; satisfies the local invariants and conditions relevant at ¢’.

Formally: Let F,Fy,..., F,
be the firedsets of ¢ and let ¢ ~# ¢’ (unique).

= NEF)A=(V(E(F)U---UE(F)) \ E(F)ANY(a,q).

44 /65



Sep lll: Cold CondtionsandCold Local Invariants
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45/65

Legal Exits |

When do we take a legal exit from ¢?

Intuition: those (o, cons;, Snd;) fire the ~oetl
legal exit transition (gq,v,.%)

for which there exists a firedset F' and

some ¢’ such that ¢ ~Fr ¢’ and

cons; U Snd; comprises exactly the messages that {7
distinguish F' from other firedsets of ¢ (weak mode), '
and in addition no message occurring in the LSC is
in cons; U Snd; (strict mode) and
at least one cold condition or local invariant relevant when moving to ¢’
is violated, or

for which there is no matching firedset and

at least one cold local invariant relevant at g is violated.

Formally: Let Fi,..., F, be the firedsets of ¢ with g ~F, g;.
¥ = Vi, NEEFE) N =(V(EF) U UE(Fn)) \ E(F)) AV Yeold(4, 40)
VoV EWF)) AV Yeola(q)

— 19 — 2014-01-29 — Slscsem —
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Example |
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~

47 /65

Finally: The LSC Semantics
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A full LSC L consist of
e a body (I,(%,=x),~,.%,Msg, Cond, Loclnv),

« an activation condition (here: event) ac=E] , , E€ &, i1,iz € I,
e an activation mode, either initial or invariant,

» a chart mode, either existential (cold) or universal (hot).

A set W of words over . and 2 satisfies L, denoted W = L, iff L

o universal (= hot), initial, and
Ywe W VE:I— dom(o(w’))ew activates L = w € Lz(BL).
o existential (= cold), initial, and
JweW 33: I — dom(o(w’)) ew activates L Aw € Ls(Br).

o universal (= hot), invariant, and

YweWVkelNogV3: I — dom(o(w”))ew/k activates L = w/k € L(BL).
o existential (= cold), invariant, and

JweW Ik e Ny 36 : I — dom(co(w")) @ w/k activates L A w/k € L(BL).

4865
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Backto UML: I nteractions

49/65

Model Consistency wrt. Interaction

ract —
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We assume that the set of interactions .# is partitioned into two
(possibly empty) sets of universal and existential interactions, i.e.

I =9y U S

7 N
Definition. A model

M= (69, 5H,69,.5)

is called consistent (more precise: the constructive description of
behaviour is consistent with the reflective one) if and only if

VI € S : LIM) C L(T)

and
VI e Ig:LM)NL(T) #D.
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Interactions as Refledive Description
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In UML, reflective (temporal) descriptions are subsumed by interactions.
A UML model M = (¥9, 54 ,02,.9) has a set of interactions ..
An interaction Z € .# can be (OMG claim: equivalently) diagrammed as
sequence diagram, timing diagram, or
communication diagram (formerly known as collaboration diagram).

Lifeline State or condition  DurationConstraint

DurationObservation

Dura

TimeConstraint Cardu (0.13]
\ 1 — -
-t m»—: Uk

TimeObservation ————"

Figure 14.26 - Sequence Diagram with time and timing concepts [OMG, 2007, 513] || rigure 427 commuricason sisgram [OMG, 2007b, 515]

s Acsystem

sd Useraccepted

sd UserAce_User

e

v

[E——

Code aduration

Messages.

Fiqure 14.30 - Compact Lifeline with States [OMG, 2007b, 522]

Lieines

Interactions as Refledive Description
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In UML, reflective (temporal) descriptions are subsumed by interactions.
A UML model M = (¢9, 54 ,09,.9) has a set of interactions ..
An interaction Z € .# can be (OMG claim: equivalently) diagrammed as
sequence diagram, timing diagram, or
communication diagram (formerly known as collaboration diagram).

DurationObservaior

DurationConstraint

TimeObservation

Figure 14.26 - Sequent

<4 Ovenievigram lfeines User, ACSystem
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. Lifeline State or condiion  DurationConstraint

tew [ estabisnaccessCtiegal vy
T sd UserAcc_User
o .3
V —~
User de -wawcam Waithccess  idie

Fiqure 14.30 - Compact Lifeline with States. [OMG, 2007b, 522]

tion diagram [OMG, 2007b, 515]

[Q1AGn 209Zb. 518]

ine and with wessaged OMG, 2007b, 522]
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Interactions as Refledive Description

o In UML, reflective (temporal) descriptions are subsumed by interactions.
o A UML model M = (¢2, 54,02, .%) has a set of interactions .#.

o An interaction Z € .¢ can be (OMG claim: equivalently) diagrammed as
e sequence diagram, timing diagram, or

o communication diagram (formerly known as collaboration diagram).

<4 Ovenen User, ACSystom

. Lifeline State or condition  DurationConstraint

DurationObservaior

TimeConstraint

Timet

sd usemcc,User)
wha
\ Lk
X e mns

erver - singgaricon| |

tates [OMG, 2007b, 522]

Observation

Figure 14.26 - Sequen e [T—txlpin ok tion diagram
|
I
-
I
3 P
8
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Why Sequence Diagrams?
Most Prominent: Sequence Diagrams — with long history:
o Message Sequence Charts, standardized by the ITU in different
versions, often accused to lack a formal semantics.
o Sequence Diagrams of UML 1.x
Most severe drawbacks of these formalisms:
o unclear interpretation:
example scenario or invariant?
e unclear activation: o
what triggers the requirement? A fmerdnt b ewet | .
. ,/ ‘Environment‘ ‘ : LightsCtrl ‘ ‘: CrossingCtrl‘ ‘ : BarrierCtrl | |
o unclear progress requirement: TR ‘ )
must all messages be observed? N7 A X110 A
L e 2 77:&% barrier_down !
e o conditions merely comments Z // Operationals |
8 7 N —— 4 |
S 7 —MvU
o ® no means to express 7 U3 s ok i ey
g forbidden scenarios 7 ! i |
g 7. dpe Xt }
z 4 1 | 1
I
|
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Thus: Live Sequence Charts
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o SDs of UML 2.x address some issues, yet the standard exhibits
unclarities and even contradictions [Harel and Maoz, 2007, Stdrrle, 2003]

o For the lecture, we consider Live Sequence Charts (LSCs)
[Damm and Harel, 2001, Klose, 2003, Harel and Marelly, 2003], who
have a common fragment with UML 2.x SDs [Harel and Maoz, 2007]

o Modelling guideline: stick to that fragment.
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Sde Note: Protocol Satemachines
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Same direction: call orders on operations
e “for each C instance, method f() shall only be called after g() but before h()

Can be formalised with protocol state machines.
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